
RAPID COMMUNICATIONS

PHYSICAL REVIEW B 94, 241301(R) (2016)

Coherent manipulation of single electron spins with Landau-Zener sweeps
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We propose a method to manipulate the state of a single electron spin in a semiconductor quantum dot (QD).
The manipulation is achieved by tunnel coupling a QD, labeled L, and occupied with an electron to an adjacent
QD, labeled R, which is not occupied by an electron but having an energy linearly varying in time. We identify
a parameter regime in which a complete population transfer between the spin eigenstates |L↑〉 and |L↓〉 is
achieved without occupying the adjacent QD. This method is convenient due to the fact that manipulation can be
done electrically, without precise knowledge of the spin resonance condition, and is robust against Zeeman level
broadening caused by nuclear spins.
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Introduction. The initialization, manipulation, and readout
of single electron spins in an efficient way are necessary for the
implementation of single electron spin qubits [1]. Spin-orbit
interactions and stray magnetic fields of micromagnets provide
a necessary toolkit to control the single electron spin [2–7]. In
electric dipole spin resonance (EDSR), microwaves drive an
electron to oscillate in the spin-orbit field and/or the magnetic
field gradient, producing a coherent spin rotation.

The Landau-Zener-Stückelberg-Majorana (LZSM) model
[8–11] is one of the few analytically solvable time-dependent
problems in quantum mechanics. It has found applications
modeling nanoelectromechanical systems [12], optomechani-
cal systems [13], Bose liquids [14], molecular magnets [15],
Rydberg atoms [16], superconducting qubits [12,17–20], and
semiconductor singlet-triplet qubits [21–23]. In the LZSM
model the energy difference between two coupled states is
varied linearly in time, while the coupling between the states
is time independent. This results in a transition between the
states with the probability determined by the coupling constant
and the rate of the sweep.

Unlike the two-level LZSM problem, multilevel LZSM
problems are not exactly analytically solvable for a general
case [24–30]. Chirped Raman adiabatic passage (CHIRAP)
[31,32,32–34] and similar techniques [35–41] allow for the
efficient transfer of populations between two uncoupled levels.
In order to utilize CHIRAP, the energy of the radiatively
decaying state is varied linearly in time with laser pulses having
chirped frequencies.

Equivalently to CHIRAP, the goal of our scheme is to
transfer the population between two uncoupled levels |L↑〉 and
|L↓〉 by coupling the levels of the L electrostatically defined
quantum dot (QD) in a time-independent manner to an adjacent
electrostatically defined quantum dot, whose energy is linearly
varying in time [42]. It should be noted that, as the probability
to occupy the adjacent quantum dot R remains negligible
in this scheme, the states in the R QD can be extremely
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susceptible to relaxation without influencing the efficiency
of our scheme. The scheme under study is also applicable to
coupled donors [43] and coupled donor-dot systems [44].

We discuss two possible realizations of our scheme. In the
first realization the R quantum dot has significantly larger
Zeeman splitting than the L quantum dot. Then, the scheme
operates even in the case when the rate of non-spin-conserving
tunneling events is significantly smaller than the rate of
spin-conserving events. This regime is often present in GaAs
double quantum dots. In the second realization the Zeeman
splittings of the left L and right R quantum dots are comparable
in magnitude but the rates of spin-conserving and non-spin-
conserving tunneling events must be comparable. This regime
can be reached for electrons in InAs double quantum dots and
holes in GaAs double quantum dots.

The Hamiltonian. We model a situation where the electron
spin is localized in the L quantum dot. The energy of the R

quantum dot is varied linearly in time (Fig. 1),

H (t) =
∑

c

∑
σ

Ec,σ (t)|cσ 〉〈cσ | + τ
∑

σ

∑
c �=c̄

|cσ 〉〈c̄σ |

+ τ�

∑
σ �=σ̄

∑
c �=c̄

|cσ 〉〈c̄σ̄ |. (1)

The sum over the charge states runs over the left and the
right quantum dots, c = L,R, and the sum over spin states
runs over spin-up and spin-down states σ = ↑,↓. Furthermore,
Ecσ represents the energy with charge state c and spin state
σ . The energies of the L quantum dot are time independent,
EL↑ = �EL/2, EL↓ = −�EL/2, where �EL is the Zeeman
splitting in the left quantum dot. The energies of the R quantum
dot are time dependent with a linear time dependence, ER↑ =
�ER + βt , and ER↓ = βt , where �ER is the Zeeman splitting
in the right quantum dot, t is time, and β the Landau-Zener
velocity (see Fig. 1).

The off-diagonal terms in the Hamiltonian are the
spin-conserving tunneling amplitude τ , and the non-spin-
conserving tunneling amplitude τ�. The non-spin-conserving
tunneling can appear due to spin-orbit interaction or be induced
by the stray field of the micromagnet, which is inhomogeneous
in the tunneling direction [45,46].
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FIG. 1. The energy diagram. We initialize the electron in the |L↑〉
state, with the R quantum dot being higher in energy. We ramp the
energies of the states in R quantum dot with a Landau-Zener velocity
β. In the figure, β < 0. The goal of our scheme is to find a parameter
regime in which the adiabatic evolution path is followed (red dashed
arrow). The Zeeman splittings of the L and R quantum dots are
marked as �EL and �ER , respectively.

Different Zeeman splittings. We initialize the system in
the |L↑〉 state, at a negative instance of time −T/2. If the
product of the Landau-Zener velocity β and the total duration
of the Landau-Zener sweep T is smaller than the Zeeman
splitting of the right quantum dot �ER > βT , and if the R

quantum dot is initially positively detuned with respect to the
L quantum dot, our system behaves as an effective three-level
system. Furthermore, if the evolution of the system is adiabatic
(τ 2,τ 2

� � β�), the system will remain in the instantaneous
eigenstate of the Hamiltonian for the entire duration of the
Landau-Zener sweep T . Given all these assumptions, we can
calculate the adiabatic eigenvectors, and therefore the time
evolution of our three state probabilities,

PL↑ = τ 2
�

|λ(t) + �EL/2|2
N (t)2 , PL↓ = τ 2 |λ(t) − �EL/2|2

N (t)2 ,

PR↓ =
∣∣λ(t)2 − �E2

L/4
∣∣2

N (t)2 , (2)

where λ(t) is the appropriate adiabatic eigenvalue [see the
Supplemental Material [47] for the expression for λ(t)] and
N (t) is the normalization of the adiabatic eigenvectors. For
simplicity, we have omitted to explicitly state that λ(t) is
also a function of �EL, β, τ , τ�. Depending on the values
of τ and τ�, λ(t) = 0 close to t = 0 (for τ = τ�), λ(t) = 0
at t > 0 (for τ > τ�), and λ(t) = 0 at t < 0 (for τ < τ�).
Furthermore, the adiabatic eigenvalue takes the following
values, λ(t = ∓∞) =±�EL/2, −�EL/2 � λ(t) � �EL/2,
for every t . Therefore, the maximal possible occupation prob-
abilities are P max

L↑ ∼ τ 2
��E2

L, P max
R↓ ∼ �E4

L, P max
L↓ ∼ τ 2�E2

L.
If τ,τ� � �EL, no significant population will occupy the R

quantum dot, PR ≈ 0 at every instance of time (see Fig. 2), and
a complete population transfer between the spin eigenstates
|L↑〉 and |L↓〉 occurs.

In contrast to EDSR techniques, our scheme does not
require precise knowledge of the spin resonance condition
�EL and operates without microwaves. However, in order for
our scheme to be successful, a necessary requirement is that the
quantum dots have significantly different Zeeman splittings
�EL � �ER . For a typical double quantum dot system

FIG. 2. The comparison between the numerically computed
probabilities [obtained from evolving the state using the Hamiltonian
of Eq. (1)] (Num) and analytic adiabatic three-level probabilities
Eq. (2) (An). The parameters of the plot are the Landau-Zener velocity
β = 5 × 103 eV/s, the tunnel coupling τ = 6.5 μeV, corresponding
to an interdot separation of l = 179 nm (for more information, see
the Supplemental Material [47]), the non-spin-conserving tunnel
coupling τ� = 0.25τ , the external magnetic field Zeeman splitting in
the left QD �EL = 1 μeV, and Zeeman splitting in the right quantum
dot �ER = 200�EL. The inset represents the magnification of the
occupation probabilities of the states in the R quantum dot.

where the distance between the quantum dots is ∼200 nm,
the required gradient would be dBz/dx ∼ 10 T/μm, which is
for a factor of 10 larger than the currently maximally achieved
experimental value [6,48]. A possible way to induce a large
enough difference of Zeeman energies between quantum dots
is to engineer the g factor of one of the quantum dots L to
be almost zero, and engineer the g factor of the R QD to be
significantly larger [49–52]. This could be achieved by locally
inducing different content of Al in the GaAs mixture [50].

Equal Zeeman splittings. Again we initialize the system in
the |L↑〉 state, at a negative instance of time −T/2. Another
way for our scheme to be successful is that the magnitude
of spin-conserving and non-spin-conserving tunnelings are
comparable, τ ≈ τ�. The requirement for our scheme to work
is τ/τ� ∼ 4l/3�SO ≈ 1 can be fulfilled in InAs [53]. Here, l is
the interdot separation and �SO is the spin-orbit length, defined
by [54,55] �SO = �/m∗√cos φ2(β − α)2 + sin φ2(β + α)2,
for a two-dimensional electron gas (2DEG) in the (001)
plane. Here, m∗ is the effective electron mass, φ is the
angle between the [110] crystallographic axis and the interdot
connection axis, and β and α are Dresselhaus and Rashba
spin-orbit constants, respectively. Possible ways of controlling
the spin-orbit interaction is the variation of angle between the
external magnetic field and the spin-orbit field [56], variation
of the direction in which the double quantum dot (DQD) is
grown [57] (and therefore maximizing cos φ), isotopic control
of indium in InGaAs, or electric field control of the Rashba
constant [58,59].

In the adiabatic limit (τ 2 = τ 2
� � β�), the system will

remain in the instantaneous eigenstate of the Hamiltonian for
the entire duration of the Landau-Zener sweep T . In that limit,
we can calculate the adiabatic eigenvectors, and therefore the
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FIG. 3. Comparison between the numerically computed prob-
abilities [obtained from evolving the state using the Hamiltonian
of Eq. (1)] (Num) and analytic adiabatic four-level probabilities
Eq. (3) (An). The inset represents the magnification of the probability
to occupy the R quantum dot. The parameters of the plot are
the Landau-Zener velocity β = 4 × 106 eV/s, the tunnel hopping
τ = 50 μeV, corresponding to interdot distance of l = 280 nm for
m∗ = 0.023me (for more information, see the Supplemental Material
[47]), the Zeeman energies �EL = �ER = 17 μeV.

time evolution of our four state probabilities,

PL↑ = τ 2 |�(t) + �EL/2|2
Ñ (t)

2 , PL↓ = τ 2 |�(t) − �EL/2|2
Ñ (t)

2 ,

PR↓ = PR↑ =
∣∣�(t)2 − �E2

L/4
∣∣2

2Ñ (t)
2 , (3)

where �(t) is the corresponding adiabatic eigenvalue and Ñ (t)
the wave-function normalization.

The requirement that spin-conserving and non-spin-
conserving tunnel couplings are equal is due to the fact that
when �EL = �ER , the adiabatic eigenfunctions have only a
vanishing contribution of the two states of the R quantum dot
when τ ≈ τ� is fulfilled. In the case of τ � τ�, the adiabatic
eigenfunctions have only a small component in the |R↓〉 state
when �EL � τ,τ�, and the |R↑〉 state is detuned during the
duration of the Landau-Zener sweep T .

Similarly to the previous implementation of our
scheme, the appropriate adiabatic eigenvalue spans between
�(t = ∓∞) =±�EL/2, −�EL/2 � �(t) � �EL/2, for ev-
ery t , with �(t) = 0 for t ≈ 0. The maximal possible occupa-
tions of states for the case �EL = �ER are P max

L↑ ∼ τ 2�E2
L,

P max
L↓ ∼τ 2�E2

L, and P max
R↑ =P max

R↓ ∼ �E4
L/2. Equivalently to

CHIRAP, the probabilities to occupy the |R↓〉 and |R↑〉 states
are negligible at all instances of time PR ≈ 0 in the case when
τ � �EL (see Fig. 3), and a complete population transfer
between the spin eigenstates |L↑〉 and |L↓〉 occurs.

Experimental realizations. Our control scheme works
optimally when the Zeeman splitting of the L QD is small.
Furthermore, different signs of the Landau-Zener velocity and
initial detunings need to be used for different initial spin states.
We will address the problem of initializing and measuring
electron spin states when the Zeeman splitting in the L QD is
small in the remaining part of this section.

If the thermal broadening of the lead is smaller than the
Zeeman splitting of the electron spin states kBTe � �EL, the
state of the spin qubit can be initialized by tuning the chemical
potential of a nearby lead close to the |↓〉 state of the spin
qubit. When lead-to-dot relaxation occurs, the only possible
state to which the electron can relax from the lead is the |↓〉
state. Furthermore, single-shot measurement of the electron
spin state can be achieved in a similar manner [60], by tuning
the chemical potential of the lead in such a way so that only
one of the states can tunnel out of the quantum dot to the lead.

As our scheme operates optimally in low magnetic fields
kBTe > �EL, the initialization and readout, validating the
efficiency of our scheme, must be done in an alternative way,
via the R QD. The chemical potential of the lead coupled to
the R QD can be tuned between the spin states of the R QD.
After successful initialization of the |R↓〉 state, the spin is

shuttled to the |L↓〉 state, followed by a manipulation of the
spin according to our scheme.

After the manipulation stage, the modification in the current
of a quantum point contact (QPC) near R is monitored. If
the current of the QPC is unchanged, this means that the
manipulation stage did not produce any leakage to the R

quantum dot and that the spin measurement stage can follow. In
the spin measurement stage, states |L↓〉 and |R↓〉 are aligned
in energy one more time. If the electron spin was in the |L↓〉
state, a tunneling event occurs and a nearby QPC modifies its
current accordingly [61,62]. On the other hand, if the electron
spin was in the |L↑〉 state, the current of the QPC would remain
unchanged.

In the case of �EL = �ER (and therefore τ ≈ τ�) and
when �EL < kBTe, the initialization could still be achieved
by waiting a sufficiently long time for the electron spin to
relax to the thermal equilibrium state. However, spin readout
would need to be done with alternative methods, because
both spin eigenstates are energetically allowed to tunnel to
the R QD when |L↓〉 and |R↓〉 are aligned in energy. This
is why we consider the case �EL � �ER to be more likely
to implement in future experiments, and only consider the
influence of nuclear spin noise for this realization.

Errors due to nuclear spins. We model the influence of
nuclear spins as a distribution of the magnetic field in the L

and R quantum dot, centered around the external magnetic
field in the left and the right dot �EL,�ER , with standard
deviations σ = gLμBBN , χ = gRμBBN , where gL(R) is the
electron g factor in the left (right) quantum dot, μB is the Bohr
magneton, and BN is the root mean square of the distribution of
the nuclear magnetic field [63]. The influence of nuclear spins
on our manipulation scheme can be estimated by averaging the
probabilities of all relevant states over a distribution of nuclear
spins,

P̄cσ =
∫∫ ∞

−∞

Pcσ

2πχσ
e
− (�E−�EL)2+(β̃ t̃−βt)2

4σ2χ2 d(�E)d(β̃ t̃), (4)

where c = L,R, σ = ↑, ↓, with the exclusion of the detuned
|R↑〉 state.

In Fig. 4 we show how the nuclear spins influence our
control scheme in the case of no uncertainty of the magnetic
field in the right quantum dot, χ = 0. If the random nuclear
field is parallel with the external magnetic field, this gives rise
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FIG. 4. Spin manipulation in the presence of nuclear spins.
The parameters of the plot are the Landau-Zener velocity β =
5 × 103 eV/s, the tunnel coupling τ = 6.5 μeV, corresponding to
an interdot separation of l = 179 nm (for more information, see
the Supplemental Material [47]), the non-spin-conserving tunnel
coupling τ� = 0.25τ , the Zeeman energy in the left quantum dot
�EL = 1 μeV, the standard deviation in the right quantum dot
χ = 0, and the g factor in the left quantum dot gL = 1.2 × 10−3.
The inset represents occupation of the states in the R quantum dot.

to more leakage into the |R↓〉 state. However, if the random
nuclear field is antiparallel with the external magnetic field,
this gives rise to less leakage into the |R↓〉 state, and these
two effects (less and more leakage to |R〉) cancel first order in
�EL.

In Fig. 5 we present the behavior of our control scheme
under an influence of random nuclear spins in both quantum
dots. Other than the already mentioned mechanism of addi-
tional leakage, the uncertainties in the nuclear field in the right
quantum dot (and therefore the position of the level |R↓〉)
lead to reduced maximal probability to occupy the |R↓〉 state
(Fig. 5, inset, dark gray versus green circles). In contrast to
EDSR, we are able to achieve a full transfer of population
between the spin eigenstates, even when the uncertainty in the
energy difference between spin eigenstates is large (Fig. 5,
black open squares and triangles).

An effective nuclear magnetic field of unknown intensity
in the z direction is going to change the instance of time
in which the energy of the state |R↓〉 is located between
the energies of the states |L↑〉 and |L↓〉. For a nuclear
magnetic field parallel with the external field, the energy of
the state |R↓〉 is located between the energy of the states |L↑〉
and |L↓〉 at a time t < 0. In contrast to that, for a nuclear
magnetic field antiparallel with the external field, the energy
of the state |R↓〉 is located between the energies of the states
|L↑〉 and |L↓〉 at a time t > 0. A process such as this is
described with a Gaussian distribution, centered around βt

with a standard deviation χ = gRμBBN , where gR is the g

FIG. 5. Spin manipulation in the presence of nuclear spins.
The parameters of the plot are the Landau-Zener velocity β =
5 × 103 eV/s, the tunnel coupling τ = 6.5 μeV, corresponding to
an interdot separation of l = 179 nm (for more information, see
the Supplemental Material [47]), the non-spin-conserving tunnel
coupling τ� = 0.25τ , the Zeeman splitting in the left quantum dot
�EL = 1 μeV, the g factor in the left quantum dot gL = 1.2 × 10−3,
and the g factor in the right quantum dot gR = 200gL. The inset
represents occupation of the states in the R quantum dot.

factor in the right quantum dot, gR � gL. This leads to a
reduced maximal value of the occupation of the |R↓〉 state,
without changing the averaged occupation of the |R↓〉 per unit
time ¯̄PR↓(T ) = ∫ T/2

−T/2 P̄R↓(t)dt/T = const for a large enough
T . Since the nuclear spins do not affect the final probabilities,
our scheme can be operated in the presence of nuclear spin
induced decoherence, as long as the total sweep time (in
our case ∼80 ns) is shorter than the characteristic time of
nuclear spin evolution (1 μs) [63]. It should be noted that
quasistatic detuning noise yields the same effect as having an
uncertain nuclear spin distribution in the R quantum dot, and
therefore we do not address this issue separately in this Rapid
Communication.

Conclusions and final remarks. To conclude, we have
proposed a method to manipulate a single electron spin by
using Landau-Zener sweeps. Our control method is robust
against the uncertainties of the nuclear field and static charge
noise, and operates without microwaves and without precise
knowledge of the spin resonance condition.

Note added. In the process of preparing this Rapid Com-
munication, we became aware of an article [42] implementing
similar ideas for double quantum dot S − T+ qubits.
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