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OPTICAL POLARISATION

Polarisation in second quantisation:

P(t) =

�
d3r �ψ̂†(r, t) er ψ̂(r, t)�

With the field operators in the Bloch functions basis: ψ̂(r, t) =
�

λ,k

aλ,k(t)ψλ(k, r)

P(t) =
�

λ,λ�,k,k�

�a†λ,kaλ�,k��
�

d3rψ∗
λ,k(r) erψλ�,k�(r)

� �� �
� δk,k�dλ,λ�

=
�

λ,λ�,k

�a†λ,kaλ�,k(t)�dλ,λ�

Pair function:

Pλλ�,k,(t) = �a†λ,kaλ�,k(t)� → Pvc,k,(t) = �a†v,kac,k(t)�

with λ = v&λ� = c



EQUATION OF MOTION FOR THE PAIR FUNCTION

Dynamics of interband polarisation function (from Haisenberg equation of motion):

Interaction with light in dipole approximation:

Electron Hamiltonian:
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The integral has been evaluated in Chap. 5, Eqs. (5.11) – (5.20). We use
the result (5.20) in the form

∫

d3r ψ∗
λ,k(r) erψλ′,k′(r) ! δk,k′dλλ′ , (10.6)

where λ "= λ′. Inserting Eq. (10.6) into Eq. (10.5), we obtain the polariza-
tion in a spatially homogeneous system as

P(t) =
∑

k,s,λ,λ′

〈a†
λ,k,saλ′,k,s(t)〉dλλ′ =

∑

k,s,λ,λ′

Pλλ′,k,s(t)dλλ′ , (10.7)

where we introduced the pair function

Pλλ′,k,s(t) = 〈a†
λ,k,saλ′,k,s(t)〉 . (10.8)

As in Chap. 5, we restrict the treatment to the optical transitions be-
tween the valence and conduction bands of the semiconductor (two-band
approximation). Furthermore, we suppress the spin index s from now on,
assuming that it is included in k. The following calculations will not de-
pend on s, only the spin summation in the definition of the polarization
(10.1) will lead to an extra prefactor of 2 in the final result. Choosing λ = v
and λ′ = c, the pair function, Eq. (10.8) becomes

Pvc,k(t) = 〈a†
v,kac,k(t)〉 . (10.9)

This quantity is a representation of the off-diagonal elements of the reduced
density matrix. In an equilibrium system without permanent dipole mo-
ment, these off-diagonal matrix elements vanish. However, the presence
of the light induces optical transitions between the bands. Therefore, the
interband polarization Pvc in such an externally driven system is finite.

In second quantization, we write the interaction Hamiltonian, Eq. (2.4),
between the electric field and the semiconductor electrons as

HI =
∫

d3r ψ̂†(r)(−er) · E(r, t)ψ̂(r) . (10.10)

Assuming that the electric field has a simple exponential space dependence,

E(r, t) = E(t)
1
2
(

eiq·r + c.c.
)

, (10.11)
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and using the expansion (10.4) for spatially homogeneous systems, we ob-
tain

HI ! −
∑

k

E(t)(a†
c,kav,kdcv + h.c.) , (10.12)

where we took the limit q → 0 (dipole approximation) and defined dcv as
the projection of the dipole dcv in the direction of the field E . The inter-
action Hamiltonian, (10.12), shows how the applied field causes transitions
of electrons between valence and conduction band.

Besides the interaction with the external field, we also have to consider
the kinetic and Coulomb contributions from the electrons. These effects are
described by the Hamiltonian (7.29). For our present purposes, we have to
extend the treatment of Chap. 7 by including also the band index λ:

Hel =
∑

λ,k

Eλ,ka†
λ,kaλ,k +

1
2

∑

k,k′
q"=0
λ,λ′

Vqa
†
λ,k+qa†

λ′,k′−qaλ′,k′aλ,k . (10.13)

This Hamiltonian is obtained from Eq. (7.29) by including the summa-
tion over the band indices λ, λ′. Furthermore, we have omitted all those
Coulomb terms which do not conserve the number of electrons in each band.
Such terms are neglected because they would describe interband scattering,
i.e., promotion of an electron from valence to conduction band or vice versa
due to the Coulomb interaction, which is energetically very unfavorable.

For the two-band model, we restrict the band summation to λ, λ′ = c, v
and obtain

Hel =
∑

k

(Ec,ka†
c,kac,k + Ev,ka†

v,kav,k

)

+
1
2

∑

k,k′,q #=0

Vq

(

a†
c,k+qa†

c,k′−qac,k′ac,k + a†
v,k+qa†

v,k′−qav,k′av,k

+ 2a†
c,k+qa†

v,k′−qav,k′ac,k

)

. (10.14)

For simplicity, we use the single particle energies in effective mass approx-
imation and write the conduction and valence band energies as

Ec,k = !εc,k = Eg + !
2k2/2mc , (10.15)

January 26, 2004 16:26 WSPC/Book Trim Size for 9in x 6in book2

166 Quantum Theory of the Optical and Electronic Properties of Semiconductors

and using the expansion (10.4) for spatially homogeneous systems, we ob-
tain

HI ! −
∑

k

E(t)(a†
c,kav,kdcv + h.c.) , (10.12)

where we took the limit q → 0 (dipole approximation) and defined dcv as
the projection of the dipole dcv in the direction of the field E . The inter-
action Hamiltonian, (10.12), shows how the applied field causes transitions
of electrons between valence and conduction band.

Besides the interaction with the external field, we also have to consider
the kinetic and Coulomb contributions from the electrons. These effects are
described by the Hamiltonian (7.29). For our present purposes, we have to
extend the treatment of Chap. 7 by including also the band index λ:

Hel =
∑

λ,k

Eλ,ka†
λ,kaλ,k +

1
2

∑

k,k′
q"=0
λ,λ′

Vqa
†
λ,k+qa†

λ′,k′−qaλ′,k′aλ,k . (10.13)

This Hamiltonian is obtained from Eq. (7.29) by including the summa-
tion over the band indices λ, λ′. Furthermore, we have omitted all those
Coulomb terms which do not conserve the number of electrons in each band.
Such terms are neglected because they would describe interband scattering,
i.e., promotion of an electron from valence to conduction band or vice versa
due to the Coulomb interaction, which is energetically very unfavorable.

For the two-band model, we restrict the band summation to λ, λ′ = c, v
and obtain

Hel =
∑

k

(Ec,ka†
c,kac,k + Ev,ka†

v,kav,k

)

+
1
2

∑

k,k′,q #=0

Vq

(

a†
c,k+qa†

c,k′−qac,k′ac,k + a†
v,k+qa†

v,k′−qav,k′av,k

+ 2a†
c,k+qa†

v,k′−qav,k′ac,k

)

. (10.14)

For simplicity, we use the single particle energies in effective mass approx-
imation and write the conduction and valence band energies as

Ec,k = !εc,k = Eg + !
2k2/2mc , (10.15)

January 26, 2004 16:26 WSPC/Book Trim Size for 9in x 6in book2

166 Quantum Theory of the Optical and Electronic Properties of Semiconductors

and using the expansion (10.4) for spatially homogeneous systems, we ob-
tain

HI ! −
∑

k

E(t)(a†
c,kav,kdcv + h.c.) , (10.12)

where we took the limit q → 0 (dipole approximation) and defined dcv as
the projection of the dipole dcv in the direction of the field E . The inter-
action Hamiltonian, (10.12), shows how the applied field causes transitions
of electrons between valence and conduction band.

Besides the interaction with the external field, we also have to consider
the kinetic and Coulomb contributions from the electrons. These effects are
described by the Hamiltonian (7.29). For our present purposes, we have to
extend the treatment of Chap. 7 by including also the band index λ:

Hel =
∑

λ,k

Eλ,ka†
λ,kaλ,k +

1
2

∑

k,k′
q"=0
λ,λ′

Vqa
†
λ,k+qa†

λ′,k′−qaλ′,k′aλ,k . (10.13)

This Hamiltonian is obtained from Eq. (7.29) by including the summa-
tion over the band indices λ, λ′. Furthermore, we have omitted all those
Coulomb terms which do not conserve the number of electrons in each band.
Such terms are neglected because they would describe interband scattering,
i.e., promotion of an electron from valence to conduction band or vice versa
due to the Coulomb interaction, which is energetically very unfavorable.

For the two-band model, we restrict the band summation to λ, λ′ = c, v
and obtain

Hel =
∑

k

(Ec,ka†
c,kac,k + Ev,ka†

v,kav,k

)

+
1
2

∑

k,k′,q #=0

Vq

(

a†
c,k+qa†

c,k′−qac,k′ac,k + a†
v,k+qa†

v,k′−qav,k′av,k

+ 2a†
c,k+qa†

v,k′−qav,k′ac,k

)

. (10.14)

For simplicity, we use the single particle energies in effective mass approx-
imation and write the conduction and valence band energies as

Ec,k = !εc,k = Eg + !
2k2/2mc , (10.15)

January 26, 2004 16:26 WSPC/Book Trim Size for 9in x 6in book2

166 Quantum Theory of the Optical and Electronic Properties of Semiconductors

and using the expansion (10.4) for spatially homogeneous systems, we ob-
tain

HI ! −
∑

k

E(t)(a†
c,kav,kdcv + h.c.) , (10.12)

where we took the limit q → 0 (dipole approximation) and defined dcv as
the projection of the dipole dcv in the direction of the field E . The inter-
action Hamiltonian, (10.12), shows how the applied field causes transitions
of electrons between valence and conduction band.

Besides the interaction with the external field, we also have to consider
the kinetic and Coulomb contributions from the electrons. These effects are
described by the Hamiltonian (7.29). For our present purposes, we have to
extend the treatment of Chap. 7 by including also the band index λ:

Hel =
∑

λ,k

Eλ,ka†
λ,kaλ,k +

1
2

∑

k,k′
q"=0
λ,λ′

Vqa
†
λ,k+qa†

λ′,k′−qaλ′,k′aλ,k . (10.13)

This Hamiltonian is obtained from Eq. (7.29) by including the summa-
tion over the band indices λ, λ′. Furthermore, we have omitted all those
Coulomb terms which do not conserve the number of electrons in each band.
Such terms are neglected because they would describe interband scattering,
i.e., promotion of an electron from valence to conduction band or vice versa
due to the Coulomb interaction, which is energetically very unfavorable.

For the two-band model, we restrict the band summation to λ, λ′ = c, v
and obtain

Hel =
∑

k

(Ec,ka†
c,kac,k + Ev,ka†

v,kav,k

)

+
1
2

∑

k,k′,q #=0

Vq

(

a†
c,k+qa†

c,k′−qac,k′ac,k + a†
v,k+qa†

v,k′−qav,k′av,k

+ 2a†
c,k+qa†

v,k′−qav,k′ac,k

)

. (10.14)

For simplicity, we use the single particle energies in effective mass approx-
imation and write the conduction and valence band energies as

Ec,k = !εc,k = Eg + !
2k2/2mc , (10.15)

January 26, 2004 16:26 WSPC/Book Trim Size for 9in x 6in book2

166 Quantum Theory of the Optical and Electronic Properties of Semiconductors

and using the expansion (10.4) for spatially homogeneous systems, we ob-
tain

HI ! −
∑

k

E(t)(a†
c,kav,kdcv + h.c.) , (10.12)

where we took the limit q → 0 (dipole approximation) and defined dcv as
the projection of the dipole dcv in the direction of the field E . The inter-
action Hamiltonian, (10.12), shows how the applied field causes transitions
of electrons between valence and conduction band.

Besides the interaction with the external field, we also have to consider
the kinetic and Coulomb contributions from the electrons. These effects are
described by the Hamiltonian (7.29). For our present purposes, we have to
extend the treatment of Chap. 7 by including also the band index λ:

Hel =
∑

λ,k

Eλ,ka†
λ,kaλ,k +

1
2

∑

k,k′
q"=0
λ,λ′

Vqa
†
λ,k+qa†

λ′,k′−qaλ′,k′aλ,k . (10.13)

This Hamiltonian is obtained from Eq. (7.29) by including the summa-
tion over the band indices λ, λ′. Furthermore, we have omitted all those
Coulomb terms which do not conserve the number of electrons in each band.
Such terms are neglected because they would describe interband scattering,
i.e., promotion of an electron from valence to conduction band or vice versa
due to the Coulomb interaction, which is energetically very unfavorable.

For the two-band model, we restrict the band summation to λ, λ′ = c, v
and obtain

Hel =
∑

k

(Ec,ka†
c,kac,k + Ev,ka†

v,kav,k

)

+
1
2

∑

k,k′,q #=0

Vq

(

a†
c,k+qa†

c,k′−qac,k′ac,k + a†
v,k+qa†

v,k′−qav,k′av,k

+ 2a†
c,k+qa†

v,k′−qav,k′ac,k

)

. (10.14)

For simplicity, we use the single particle energies in effective mass approx-
imation and write the conduction and valence band energies as

Ec,k = !εc,k = Eg + !
2k2/2mc , (10.15)

λ = v
λ� = c

January 26, 2004 16:26 WSPC/Book Trim Size for 9in x 6in book2

Excitons 167

and

Ev,k = !εv,k = !
2k2/2mv . (10.16)

The full Hamiltonian of the electrons in the valence and conduction
bands interacting with the light field is now given by

H = HI + Hel . (10.17)

To derive the equation of motion of the polarization, we use the Heisenberg
equation for the individual operators. An elementary but lengthy calcula-
tion for the isotropic, homogeneous case yields

!

[

i
d

dt
− (εc,k − εv,k)

]

Pvc,k(t) =
[

nc,k(t) − nv,k(t)
]

dcvE(t)

+
∑

k′,q !=0

Vq

(

〈a†
c,k′+qa†

v,k−qac,k′ac,k〉 + 〈a†
v,k′+qa†

v,k−qav,k′ac,k〉

+ 〈a†
v,ka†

c,k′−qac,k′ac,k−q〉 + 〈a†
v,ka†

v,k′−qav,k′ac,k−q〉
)

, (10.18)

where, as usual,

nλ,k = 〈a†
λ,kaλ,k〉 . (10.19)

The first line of Eq. (10.18) is basically the same as Eq. (5.30) of the free-
carrier theory. The four-operator terms appear as a consequence of the
Coulomb part of the electron Hamiltonian (10.14).

To proceed with our calculations, we again make a random phase ap-
proximation to split the four-operator terms in Eq. (10.18) into products
of densities and interband polarizations. For example, we approximate

〈a†
c,k′+qa†

v,k−qack′ac,k〉 $ Pvc,k′nc,kδk−q,k′ , (10.20)

because the term ∝ δq,0 does not contribute. As result, we obtain
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!

[

i
d

dt
− (ec,k − ev,k)

]

Pvc,k(t)

=
[

nc,k(t) − nv,k(t)
]



dcvE(t) +
∑

q !=k

V|k−q|Pvc,q



 . (10.21)

dynamics of interband polarization (pair) function

In Eq. (10.21), we introduced the renormalized frequencies

eλ,k = eλ,k + Σexc,λ(k) (10.22)

with the exchange self-energy

!Σexc,λ(k) = −
∑

q !=k

V|k−q|nλ,q , (10.23)

compare Eq. (9.21).
As in the case of free carriers, Eq. (5.30), we see that Eq. (10.21) cou-

ples the dynamics of the interband polarization to the evolution of the
carrier distribution functions. Consequently, we need additional equations
for ∂nc,k(t)/∂t and ∂nv,k(t)/∂t. The resulting coupled equations would
then be the optical Bloch equations (5.30) – (5.32) with the additional
Coulomb effects included. We will discuss these semiconductor Bloch equa-
tions in Chap. 12. For the purposes of the present chapter, we eliminate
the population dynamics by making the quasi-equilibrium assumption dis-
cussed in Chap. 5. In quasi equilibrium, we assume that the time scales
of interest are sufficiently long so that the rapid scattering processes have
already driven the carrier distributions to equilibrium in the form of quasi-
stationary Fermi–Dirac distributions. We can then make the replacements

nc,k(t) → fc,k and nv,k(t) → fv,k ,

and Eq. (10.21) simplifies to
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i
d
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shifted frequencies



„MASSAGING“ THE EQUATION FOR POLARISATION

Quasi-equilibrium:
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!

[

i
d

dt
− (ec,k − ev,k)

]

Pvc,k(t)

=
[

nc,k(t) − nv,k(t)
]
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∑

q !=k

V|k−q|Pvc,q
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!

[

i
d

dt
− (ec,k − ev,k)

]

Pvc,k(t)

=
(

fc,k − fv,k

)



dcvE(t) +
∑

q !=k

V|k−q|Pvc,q



 . (10.24)

To gain some insight and to recover the results of Chap. 5, we solve
Eq. (10.24) first for Vq = 0, i.e., for noninteracting particles. The free-
carrier polarization equation

!

[

i
d

dt
− (ec,k − εv,k)

]

P 0
vc,k(t) = (fc,k − fv,k)dcvE(t) , (10.25)

can simply be solved by Fourier transformation

P 0
vc,k(ω) = (fc,k − fv,k)

dcv

!
[

ω + iδ − (εc,k − εv,k)
]E(ω) , (10.26)

so that

P 0
vc,k(t) =

∫

dω

2π
(fc,k − fv,k)

dcv

!
[

ω + iδ − (εc,k − εv,k)
]E(ω)e−iωt . (10.27)

From Eq. (10.7) in two-band approximation we obtain the optical polariza-
tion as

P (t) =
∑

k

Pcv,k(t)dvc + c.c. , (10.28)

which for our special case yields

P 0(t) =
∑

k

∫

dω

2π
|dcv|2

fc,k − fv,k

!
[

ω + iδ − (εc,k − εv,k)
]E(ω)e−iωt + c.c. , (10.29)

i.e., the free-particle result of Chap. 5.

10.2 Wannier Equation

The solution of Eq. (10.24) for finite carrier densities will be addressed
in Chap. 15, where we discuss quasi-equilibrium optical nonlinearities of
semiconductors. In the remainder of the present chapter, we concentrate
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in Chap. 15, where we discuss quasi-equilibrium optical nonlinearities of
semiconductors. In the remainder of the present chapter, we concentrate

Recipe to solve:
 make Fourier transform into frequency domain, 

solve equation, 
find the result by back transformation into time domain 

(already seen in free carrier case)

Unexcited crystal:
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on the linear optical properties, i.e., the situation of an unexcited crystal
where

fc,k ≡ 0 and fv,k ≡ 1 . (10.30)

Inserting (10.30) into Eq. (10.24) and taking the Fourier transform yields

[

!(ω+iδ)−Eg−
!2k2

2mr

]

Pvc,k(ω)=−



dcvE(ω)+
∑

q !=k

V|k−q|Pvc,q(ω)



 , (10.31)

where

1
mr

=
1

mc
− 1

mv
(10.32)

is the inverse reduced mass. As a reminder, we note again at this point
that mv < 0.

The solution of Eq. (10.31) is facilitated by transforming into real space.
Multiplying Eq. (10.31) from the left by

L3

(2π)3

∫

d3k . . .

and using the Fourier transform in the form

f(r) =
L3

(2π)3

∫

d3qfqe−iq·r

fq =
1
L3

∫

d3rf(r)eiq·r (10.33)

we obtain
[

!(ω + iδ) − Eg +
!2∇2

r

2mr
+ V (r)

]

Pvc(r, ω) = −dcvE(ω) δ(r)L3 . (10.34)

One way to solve this inhomogeneous equation is to expand Pvc into the
solution of the corresponding homogeneous equation :
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2mr
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dcvE(ω)+
∑

q !=k
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 , (10.31)

where

1
mr

=
1

mc
− 1

mv
(10.32)

is the inverse reduced mass. As a reminder, we note again at this point
that mv < 0.

The solution of Eq. (10.31) is facilitated by transforming into real space.
Multiplying Eq. (10.31) from the left by

L3

(2π)3

∫

d3k . . .

and using the Fourier transform in the form

f(r) =
L3

(2π)3

∫

d3qfqe−iq·r

fq =
1
L3

∫

d3rf(r)eiq·r (10.33)

we obtain
[

!(ω + iδ) − Eg +
!2∇2

r

2mr
+ V (r)

]

Pvc(r, ω) = −dcvE(ω) δ(r)L3 . (10.34)

One way to solve this inhomogeneous equation is to expand Pvc into the
solution of the corresponding homogeneous equation :

Fourier transform into frequency domain:

Fourier transform into real space:

�
�ω − Eg −

�2k2
2mr

�
Pvc,k(ω) = −



dcvE(ω) +
�

q �=k

V|k−q|Pvc,q(ω)





�
�ω − Eg +

�2∇2
r

2mr
+ V (r)

�
Pvc(r,ω) = −dcvE(ω)δ(r)L3



WANNIER EQUATION IN 2D CASE
Solve first homogeneous equation:
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−
[

!2∇2
r

2mr
+ V (r)

]

ψν(r) = Eνψν(r) . (10.35)

Wannier equation

Eq. (10.35) has exactly the form of a two-particle Schrödinger equation for
the relative motion of an electron and a hole interacting via the attractive
Coulomb potential V (r). This equation is known as the Wannier equation.

The pair equation (10.21) and the related Wannier equation have been
derived under the assumption that the Coulomb potential varies little
within one unit cell. This assumption is valid only if the resulting electron–
hole–pair Bohr radius a0 which determines the extension of the ground
state wave function is considerably larger than a lattice constant.

The Wannier equation (10.35) is correct in this form for two- and three-
dimensional systems. For a quasi-one-dimensional (q1D) quantum wire, we
have to replace the Coulomb potential by the envelope averaged potential
V q1D(z), e.g., in the approximation of Eq. (7.78) for cylindrical wires

V q1D(z) =
e2

ε0

1
|z| + γR

.

Since there is a one-to-one correspondence with the hydrogen atom, if
we replace the proton by the valence-band hole, we can solve the Wannier
equation in analogy to the hydrogen problem, which is discussed in many
quantum mechanics textbooks, such as Landau and Lifshitz (1958) or Schiff
(1968). Introducing the scaled radius

ρ = rα (10.36)

Eq. (10.35) becomes

(

−∇2
ρ − λ

ρ

)

ψ(ρ) =
2mrEν

!2α2
ψ(ρ) , (10.37)

where

λ =
e22mr

ε0!2α
=

2
αa0

, (10.38)

Wannier equation
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En = −E0
1

(n + 1/2)2
with n = 0, 1, . . . , (10.65)

2D exciton bound-state energies

where we identify E0, Eq. (10.41), as the exciton Rydberg energy and a0,
Eq. (10.39), as the exciton Bohr radius which we used already in earlier
chapters as a characteristic length scale.

The binding energy of the exciton ground state is E0 in 3D and 4E0

in 2D, respectively. The larger binding energy in 2D can be understood
by considering quantum well structures with decreasing width. The wave
function tries to conserve its spherical symmetry as much as possible since
the admixture of p-wave functions is energetically unfavorable. Confine-
ment parallel to the quantum wells is therefore accompanied by a decrease
in the Bohr radius perpendicular to the wells. In fact, the exciton radius is
obtained from the exponential term

e−ρ/2 = e−αr/2

with α = 2/a0n in 3D and α = 2/a0(n + 1/2) in 2D. In the ground state,
the 3D exciton radius is thus simply the exciton Bohr radius a0, but it is
only a0/2 in 2D.

InSb

GaSb

GaAs

CdSe ZnTe

CdS

CuCl

TlCl
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0
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E

Fig. 10.1 Experimental values for the exciton binding energy E0 versus band gap energy
Eg.

2D exciton bound state energies:
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where F (a; b; z) is defined as

F (a; b; z) = 1 +
a

b · 1z +
a(a + 1)

b(b + 1) · 1 · 2z2 + . . . . (10.85)

The normalization of the continuum states has to be chosen in such a way
that it connects continuously with the normalization of the higher bound
states, as discussed for the 3D exciton problem by Elliott (1963) and by
Shinada and Sugano (1966) for 2D. Therefore, we normalize the wave
functions in a sphere/circle of radius R, where eventually R → ∞. The
respective normalization integrals in 3D and 2D are

|A3D|
∫ R
0 dr r2 (2kr)2l

∣

∣

∣
F

[

l + 1 + i|λ|; 2(l + 1); 2ikr
]

∣

∣

∣

2
= 1

|A2D|
∫ R
0 dr r (2kr)2|m|

∣

∣

∣
F (|m| + 1

2 + i|λ|; 2|m| + 1; 2ikr)
∣

∣

∣

2
= 1 . (10.86)

Since these integrals do not converge for R → ∞, we can use the asymptotic
expressions for z → ∞ for the confluent hypergeometric functions

F (a; b; z) =
Γ(b)eiπaz−a

Γ(b − a)

[

1+O
(

1
|z|

)]

+
Γ(b)ezza−b

Γ(a)

[

1+O
(

1
|z|

)]

,

(10.87)

where Γ(n) = (n − 1)! , n integer, is the Gamma function. Using (10.87)
in (10.86) we compute the normalization factors A3D and A2D and finally
obtain the normalized wave function as

ψk,l,m(r) = (i2kr)l

(2l+1)!e
π|λ|

2

√

2πk2

R|λ|sinh(π|λ|)
∏l

j=0(j2 + |λ|2)

× e−ikrF (l + 1 + i|λ|; 2l + 2; 2ikr)Yl,m(θφ) (10.88)

in 3D and

ψk,m(r) = (i2kr)|m|

(2|m|)!

√

πk
R(1/4+|λ|2)cosh(π|λ|)

∏|m|
j=0

[

(

j − 1
2

)2 + |λ|2
]

× e
π|λ|

2 e−ikrF
(

|m| + 1
2 + i|λ|; 2|m| + 1; 2ikr

)

eimφ
√

2π
(10.89)

The normalised wave function for ionisation continuum in 2D:
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ψn,m(r) =

√

1
πa2

0(n + 1
2
)3

(n − |m|)!
[(n + |m|)!]3

ρ|m|e− ρ
2 L2|m|

n+|m|(ρ) eimφ

(10.71)

2D exciton wave function

with ρ = 2r/[(n + 1/2)a0].

10.3.2 Quasi-One-Dimensional Case

The Wannier equation (10.53) for quantum wires is a Whittaker equation

(

∂2

∂ζ2
+

λ

ζ
− 1

4
+

1/4 − µ2

ζ2

)

Wλ,µ(ζ) = 0 (10.72)

with µ = ±1/2. Wλ,1/2(ζ) are Whittaker functions, the quantum numbers
λ have to be determined from the boundary conditions. From Eqs. (10.38)
and (10.40) we obtain the energy eigenvalues as

Eλ = −E0
1
λ2

, (10.73)

q1D exciton bound-state energies

where E0 is the 3D exciton Rydberg energy, Eq. (10.41).
The eigenfunctions can be classified according to their parity as even

and odd functions with df(ζ)/dz |z=0 = 0 and f(ζ) |z=0 = 0 , respectively.
For dipole allowed transitions, the odd functions do not couple to the light
field, which allows us to limit our discussion to the even eigenfunctions

fλ(|z|) = NλWλ,1/2

(

2(|z| + γR)
λa0

)

. (10.74)

q1D exciton wave functions

2D exciton wave functions:

−4E0

−4E0/9
−4E0/25



WAVE FUNCTIONS FOR EXCITONS IN 2D
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OPTICAL SPECTRUM
To solve the inhomogeneous equation for the polarisation:
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again a vanishing derivative at the origin. Employing a similar normaliza-
tion procedure as above one finds for the even functions the result

fk(ζ) =
(

eπ|λ|

2π

)1/2
D(2)

0 W (1)(ζ) − D(1)
0 W (2)(ζ)

(|D(1)
0 |2 + |D(2)

0 |2)1/2
, (10.93)

where

D(j)
0 =

dW (j)(ζ)
dζ

|ζ=2ikγR .

10.5 Optical Spectra

With the knowledge of the exciton and continuum wave functions and the
energy eigenvalues, we can now solve the inhomogeneous equation (10.34) to
obtain the interband polarization and thus calculate the optical spectrum
of a semiconductor in the band edge region. We limit our treatment to
the discussion of optically allowed transitions in direct-gap semiconductors,
because these semiconductors are particularly interesting with regards to
their use for electro-optical devices. Optical transitions across an indirect
gap, where the extrema of the valence and conduction band are at different
points in the Brillouin zone, need the simultaneous participation of a photon
and a phonon in order to satisfy total momentum conservation. Here, the
phonon provides the necessary wave vector for the transition. Such two-
quantum processes have a much smaller transition probability than the
direct transitions.

To solve Eq. (10.34), we expand the polarization into the solutions of
the Wannier equation

Pvc(r, ω) =
∑

ν

bν ψν(r) . (10.94)

Inserting (10.94) into (10.34), multiplying by ψ∗
µ(r) and integrating over r,

we find

∑

ν

bν

[

!(ω + iδ) − Eg − Eν

]

∫

d3r ψ∗
µ(r)ψν(r) = −dcv E(ω)L3ψ∗

µ(r = 0) ,

(10.95)

P (ω) = −2L3
�

ν

|dcv|2|ψν(r = 0)|2E(ω)
�

1

�ω − Eg − Eν
− 1

�ω + Eg + Eν

�

Put the ansatz into inhomogeneous equation for P,  find 
coefficients b, make many Fourrier transforms:

Known relation: 
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or

bµ = −
dcvL3ψ∗

µ(r = 0)
!(ω + iδ) − Eg − Eµ

E(ω) . (10.96)

From Eq. (10.94), we see that

Pvc(r, ω) = −
∑

ν

E(ω)
dcv L3 ψ∗

ν(r = 0)
!(ω + iδ) − Eg − Eν

ψν(r) , (10.97)

and therefore

Pvc,k(ω) = −
∑

ν

E(ω)
dcvψ∗

ν(r = 0)
!(ω + iδ) − Eg − Eν

∫

d3r ψν(r)eik·r . (10.98)

To compute the optical susceptibility from Eq. (10.98), we write the tem-
poral Fourier transform of Eq. (10.28) as

P (ω) =
∑

k

∫

dt (Pcv,k(t)dvc + P ∗
cv,k(t)dvc)eiωt

=
∑

k

(Pcv,k(ω)dvc + P ∗
cv,k(−ω)dvc) . (10.99)

Inserting Eq. (10.98), using E∗(−ω) = E(ω), and

∑

k

∫

d3r ψν(r)eik·r = 2L3 ψν(r = 0) , (10.100)

we get

P (ω) = −2L3
∑

ν

|dcv|2|ψν(r = 0)|2E(ω) (10.101)

×
[

1
!(ω + iδ) − Eg − Eν

− 1
!(ω + iδ) + Eg + Eν

]

,

where the factor 2 comes from the spin summation implicitly included in
the k-summation. From the relation

χ(ω) =
P(ω)
E(ω)

=
P (ω)

L3E(ω)
, (10.102)

we finally obtain the electron-hole-pair susceptibility as
Electron-Hole Pair susceptibility: 

χ(ω) = −2
�

ν

|dcv|2|ψν(r = 0)|2
�

1

�ω − Eg − Eν
− 1

�ω + Eg + Eν

�

resonant non-resonantprobability to find electron and 
hole in the same unit cell



OPTICAL SPECTRUM IN 2D CASE

The resonant part of the optical susceptibility in 2D case:

χ(ω) = − |dcv|2

Lcπa20E0

� ∞�

n=0

2

(n+ 1/2)3
E0

�ω − Eg − En
+

�
dx

xeπ/x

cosh(πx)

E0

�ω − Eg − E0x2

�

2D Elliott formula (absorption spectrum):

α(ω) = α2D
0

�ω
E0

� ∞�

n=0

4

(n+ 1/2)3
δ

�
∆+

1

(n+ 1/2)2

�
+Θ(∆)

eπ/
√
∆

cosh(π
√
∆)

�

Coulomb enhancement factor
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α(ω) = α3D
0

!ω

E0

[ ∞
∑

n=1

4π

n3
δ(∆ +

1
n2

) + Θ(∆)
πe

π√
∆

sinh( π√
∆

)

]

,

3D Elliott formula (10.105)

where

∆ = (!ω − Eg)/E0 (10.106)

and αD
0 has been defined in Eq. (5.81).

Eq. (10.105) is often called the Elliott formula. The 3D exciton ab-
sorption spectrum consists of a series of sharp lines with a rapidly de-
creasing oscillator strength ∝ n−3 and a continuum absorption due to the
ionized states. A comparison of the continuum part αcont of (10.105) with
Eq. (5.80) describing the free-carrier absorption spectrum αfree, shows that
one can write

αcont = αfree C(ω) (10.107)

where

C(ω) =
π√
∆

eπ/
√

∆

sinh(π/
√

∆)
(10.108)

is the so-called Sommerfeld or Coulomb enhancement factor. For ∆ → 0,
C(ω) → 2π/

√
∆ so that the continuum absorption assumes a constant value

at the band gap, in striking difference to the square-root law of the free-
carrier absorption. This shows that the attractive Coulomb interaction not
only creates the bound states but has also a pronounced influence on the
ionization continuum. If one takes into account a realistic broadening of the
single particle-energy eigenstates, e.g., caused by scattering of electron–hole
pairs with phonons, only a few bound states can be spectrally resolved. The
energetically higher bound states merge continuously with the absorption of
the ionized states. Fig. 10.2 shows a schematic and a computed absorption
spectrum for a bulk semiconductor. The dominant feature is the 1s-exciton
absorption peak. The 2s-exciton is also resolved, but its height is only 1/8
of the 1s- resonance. The higher exciton states appear only as a small peak
just below the band gap and the continuum absorption is almost constant

Normalised detuning:



ABSORPTION SPECTRUM FOR 2D SEMICONDUCTORS
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!

E -Eg 0 Eg h"

Coulomb enhancement

excitons

free carriers

Detuning #

Fig. 10.2 Schematic (left figure) and calculated (right figure) band edge absorption
spectrum for a 3D semiconductor. Shown are the results obtained with and without
including the Coulomb interaction. The 1s-exciton part of the computed absorption
spectra has been scaled by a factor of 0.2 .

in the shown spectral region. Such spectra are indeed observed at very low
temperatures in extremely good-quality semiconductors.

For the two-dimensional limit, we obtain the resonant part of the optical
susceptibility as

χ(ω) = − |dcv|2

Lcπa2
0E0

[ ∞
∑

n=0

2
(n + 1/2)3

E0

!(ω + iδ) − Eg − En

+
∫

dx
xeπ/x

cosh(π/x)
E0

!(ω + iδ) − Eg − E0x2

]

, (10.109)

and the resulting absorption spectrum is

α(ω)=α2D
0

!ω

E0

[ ∞
∑

n=0

4
(n + 1

2
)3

δ

(

∆+
1

(n + 1
2
)2

)

+ Θ(∆)
e

π√
∆

cosh( π√
∆

)

]

.

(10.110)

2D Elliott formula

The 2D Coulomb enhancement factor

C(ω) =
eπ/

√
∆

cosh(π/
√

∆)
(10.111)
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exitons
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#

E - 4Eg 0 Eg

Fig. 10.3 Schematic (left figure) and calculated (right figure) band edge absorption
spectrum for a 2D semiconductor. Shown are the results obtained with and without
including the Coulomb interaction. The 1s-exciton part of the computed absorption
spectra has been scaled by a factor of 0.1 .

approaches 2 for ∆ → 0. The absorption at the band edge is thus twice
the free-carrier continuum absorption. For a finite damping, the absorption
of the ionized states and the absorption in the higher bound states again
join continuously. Fig. 10.3 shows both, the schematic and the computed
absorption spectrum using Eq. (10.110). In comparison to the 3D-case,
the 2D 1s-exciton is spectrally far better resolved as a consequence of the
four-fold increase in binding energy in 2D.

10.5.2 Quasi-One-Dimensional Case

In the final subsection of this exciton chapter, we discuss the optical spectra
of quantum wires. Because of the cut-off in the Coulomb potential we have
for the optical susceptibility

χ(ω) = −2|dcv|2
∑

λ

|fλ(αγR)|2

×
[

1
!(ω + iδ) − Eg − Eλ

− 1
!(ω + iδ) + Eg + Eλ

]

. (10.112)

With the q1D eigenfunctions of the bound and ionized pair states,
Eqs. (10.75) and (10.97), respectively, we get the following resonant contri-
butions to the spectrum

Coulomb enhancement factor :

−→ 2
∆ → 0



NOTES ON EXCITONS IN 2D NANOSTRUCTURES

✴  The theoretical description is very close to the 3D case

✴  The absorption line of the 1s exciton is better resolved than 
in 3D case, but the further excited exciton states are more 
„dissolved“ in the absorption spectrum of free carriers

✴  The absorption at the band gap edge is enhanced by the 
Coulomb interaction



WANNIER EQUATION IN 1D CASE
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−
[

!2∇2
r

2mr
+ V (r)

]

ψν(r) = Eνψν(r) . (10.35)

Wannier equation

Eq. (10.35) has exactly the form of a two-particle Schrödinger equation for
the relative motion of an electron and a hole interacting via the attractive
Coulomb potential V (r). This equation is known as the Wannier equation.

The pair equation (10.21) and the related Wannier equation have been
derived under the assumption that the Coulomb potential varies little
within one unit cell. This assumption is valid only if the resulting electron–
hole–pair Bohr radius a0 which determines the extension of the ground
state wave function is considerably larger than a lattice constant.

The Wannier equation (10.35) is correct in this form for two- and three-
dimensional systems. For a quasi-one-dimensional (q1D) quantum wire, we
have to replace the Coulomb potential by the envelope averaged potential
V q1D(z), e.g., in the approximation of Eq. (7.78) for cylindrical wires

V q1D(z) =
e2

ε0

1
|z| + γR

.

Since there is a one-to-one correspondence with the hydrogen atom, if
we replace the proton by the valence-band hole, we can solve the Wannier
equation in analogy to the hydrogen problem, which is discussed in many
quantum mechanics textbooks, such as Landau and Lifshitz (1958) or Schiff
(1968). Introducing the scaled radius

ρ = rα (10.36)

Eq. (10.35) becomes

(

−∇2
ρ − λ

ρ

)

ψ(ρ) =
2mrEν

!2α2
ψ(ρ) , (10.37)

where

λ =
e22mr

ε0!2α
=

2
αa0

, (10.38)

Wannier equation

In 1D case we have to replace the Coulomb potential with envelope 
averaged potential in a quantum wire (radius R):

V (r) → V 1D(z) =
e2

�0

1

|z|+ γR

1D exciton bound state energies:

Eλ = −E0
1

λ2 from boundary 
conditions

1D exciton wave functions:

fλ(|z|) = NλWλ,1/2

�
2(|z|+ γR)

λa0

�

e. g. GaAs/GaAlAs wire: Eλ0 � 5E0

Whittaker functions
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again a vanishing derivative at the origin. Employing a similar normaliza-
tion procedure as above one finds for the even functions the result

fk(ζ) =
(

eπ|λ|

2π

)1/2
D(2)

0 W (1)(ζ) − D(1)
0 W (2)(ζ)

(|D(1)
0 |2 + |D(2)

0 |2)1/2
, (10.93)

where

D(j)
0 =

dW (j)(ζ)
dζ

|ζ=2ikγR .

10.5 Optical Spectra

With the knowledge of the exciton and continuum wave functions and the
energy eigenvalues, we can now solve the inhomogeneous equation (10.34) to
obtain the interband polarization and thus calculate the optical spectrum
of a semiconductor in the band edge region. We limit our treatment to
the discussion of optically allowed transitions in direct-gap semiconductors,
because these semiconductors are particularly interesting with regards to
their use for electro-optical devices. Optical transitions across an indirect
gap, where the extrema of the valence and conduction band are at different
points in the Brillouin zone, need the simultaneous participation of a photon
and a phonon in order to satisfy total momentum conservation. Here, the
phonon provides the necessary wave vector for the transition. Such two-
quantum processes have a much smaller transition probability than the
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To solve Eq. (10.34), we expand the polarization into the solutions of
the Wannier equation

Pvc(r, ω) =
∑

ν

bν ψν(r) . (10.94)

Inserting (10.94) into (10.34), multiplying by ψ∗
µ(r) and integrating over r,

we find

∑

ν

bν

[

!(ω + iδ) − Eg − Eν

]

∫

d3r ψ∗
µ(r)ψν(r) = −dcv E(ω)L3ψ∗

µ(r = 0) ,

(10.95)

The normalised wave function 
for ionisation continuum in 1D:
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Optical susceptibility in 1D case:
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χ(ω) = − 2
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,

(10.113)

where x = a0k is used again as the integration variable in the contribution of
the continuum states. The functions D(i)

0 and W (i) defined in Eqs. (10.93)
and (10.91), respectively, are all evaluated at ζ = 2ikγR. The absorption
spectrum is finally given by

α(ω) =
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eπ/

√
∆

2
√

∆

]

, (10.114)

where ∆ = (!ω − Eg)/E0 is again the normalized energy detuning from
the band gap. The Sommerfeld factor which describes the deviations of the

!

Detuning "

h#E - x Eg 0 Eg

excitons

free carriers

Fig. 10.4 Schematic (left figure) and calculated (right figure) band edge absorption
spectrum for a quasi-1D semiconductor. Shown are the results obtained with and with-
out including the Coulomb interaction. The 1s-exciton part of the computed absorption
spectra has been scaled by a factor of 0.2 .
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continuum spectrum from the free-carrier spectrum in Chap. 5 is given by

C(ω) =
eπ/

√
∆

8
|D(2)

0 W (1) − D(1)
0 W (2)|2

|D(1)
0 |2 + |D(2)

0 |2
. (10.115)

In striking contrast to the 3D and 2D cases, the q1D Sommerfeld factor
C(ω) < 1 for all !ω > Eg. Due to this fact, the singular 1D-density of
states does not show up at all in the absorption spectrum (see Fig. 10.4).
In fact, the band gap in a quantum wire cannot be determined directly
from the low-intensity optical spectra, so that other techniques, such as
two-photon absorption, have to be used for such a measurement. The
absences of any structure at the band gap is by no means a consequence
of a finite broadening but solely a Coulomb effect. A very large part of
the total oscillator strength is accumulated in the exciton ground state.
Note, that the first excited state has odd parity, only the second excited
state contributes to the absorption spectrum. The approximate vanishing
of the higher bound states (10.80) shows that they have indeed very small
oscillator strengths.
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Sommerfeld factor :

The pick in absorption from 1D free carrier of states is suppressed due to Cpulomb 
interaction. The band gap energy cannot be defined from absorption spectra 



NOTES ON EXCITONS IN1D NANOSTRUCTURES

✴  The theoretical description starts from general Wannier 
equation, but requieres special treatment

✴  The absorption line of the 2s exciton is well resolved, the 1s 
state does not contribute to the optical spectrum due to odd 
parity. 

✴  The high excited states in a quantum wire are described by 
odd wave functions, therefore do not have any fingerprints in 
the spectra. 

✴  The absorption at the band gap edge is reduced by the 
Coulomb interaction
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but still much larger than the semiconductor lattice constant. Hence, these
quantum dots are mesoscopic structures in the sense of Chap. 4.

Using the envelope function approximation, we assume again that the
electron wave function can be written as

ψ(r) = ζ(r)uλ(k ! 0, r) , (20.2)

compare Eq. (4.1). Here, uλ(k ! 0, r) is the Bloch function of the bulk
material, and ζ(r) is the envelope function. The wave function ψ(r) has
to satisfy the boundary conditions of the quantum dot. For simplicity, we
analyze the case of ideal quantum confinement, i.e.,

ψ(r ≥ R) = 0 . (20.3)

Furthermore, we assume that the energy eigenvalues of the electron in the
periodic lattice, i.e., the energy bands, are not appreciably modified through
the quantum confinement. Therefore, we use the effective mass approxima-
tion to describe the free motion of electrons and holes.

The Hamiltonian for one electron–hole pair is

H = He + Hh + Vee + Vhh + Veh , (20.4)

where the kinetic terms are

He = − !2

2me

∫

d3r ψ̂†
e(r)∇2ψ̂e(r) + Eg

∫

d3r ψ̂†
e(r) ψ̂e(r) , (20.5)

and

Hh = − !2

2mh

∫

d3r ψ̂†
h(r)∇2ψ̂h(r) , (20.6)

and the Coulomb interaction is described by

Vee =
1
2

∫ ∫

d3r d3r′ ψ̂†
e(r) ψ̂†

e(r
′)V (r, r′) ψ̂e(r′) ψ̂e(r) , (20.7)

Veh = −
∫ ∫

d3r d3r′ ψ̂†
e(r) ψ̂†

h(r′)V (r, r′) ψ̂h(r′) ψ̂e(r) , (20.8)

and

Vhh = Vee(e → h) , (20.9)
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Boundary conditions:

Approximation for the electron wave function:

envelope function Bloch function in bulk material
R

�1

�2
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Hamiltonian for excitons in quantum dots:
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(***)
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uninteresting since it is not observed in optical absorption measurements.
As discussed before, the absorption is always given by the electron–hole–
pair excitation spectrum.

E

k

E

e, 1p

e, 1s

h, 1s

h, 1p

Fig. 20.1 Schematic plot of the single-particle energy spectrum in bulk semiconductors
(left). The single-particle energies for electrons (e) and holes (h) in small quantum dots
are shown in the right part of the figure.

20.3 Pair States

For the electron-hole-pair eigenstates, we make the ansatz

|ψeh〉 =
∫ ∫

d3re d3rh ψeh(re, rh)ψ̂†
e(re)ψ̂†

h(rh) |0〉 (20.29)

and obtain the Schrödinger equation for the pair

[

− !2

2me
∇2

e−
!2

2mh
∇2

h−V (re, rh)
]

ψeh(re, rh)=(E−Eg)ψeh(re, rh) .

(20.30)

Because of the boundary conditions

ψeh(re, rh) = 0 if |re| > R or |rh| > R , (20.31)

it is not useful to introduce relative and center-of-mass coordinates in con-
trast to the case of bulk or quantum-well semiconductor materials.

If the quantum dot radius is smaller than the bulk-exciton Bohr ra-
dius, R < a0, electron and hole are closer together than they would be in

Ansatz for exciton wave function:

Inserting this state representation into Hamiltonian (***) gives:

He|ψeh� = − �2
2me

�
d3r [∇2ψ̂e

†
(r)]ψ̂e(r)

�
d3re

�
d3rh ψeh(re, rh)ψ̂e

†
(re)ψ̂h

†
(rh)|0�

+Eg

�
d3r ψ̂e

†
(r)ψ̂e(r)

�
d3re

�
d3rh ψeh(re, rh)ψ̂e

†
(re)ψ̂h

†
(rh)|0�

ψ̂e(r)ψ̂e
†
(re) = δ(r− re)− ψ̂e

†
(re)ψ̂e(r)

General note:

and ψ̂e(r)|0� = 0

⇒ He|ψeh� =
���

dr dre drh [∇2ψ̂†
e(r)]δ(r− re)ψeh(re, rh)ψ̂

†
h(rh)

+Eg

���
dr dre drh ψ̂

†
e(r)δ(r− re)ψeh(re, rh)ψ̂

†
h(rh) =

��
dre drh [(∇2 + Eg)ψeh(re, rh)]ψ̂

†
e(re)ψ̂

†
h(rh)
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20.3 Pair States

For the electron-hole-pair eigenstates, we make the ansatz

|ψeh〉 =
∫ ∫

d3re d3rh ψeh(re, rh)ψ̂†
e(re)ψ̂†

h(rh) |0〉 (20.29)

and obtain the Schrödinger equation for the pair

[

− !2

2me
∇2

e−
!2

2mh
∇2

h−V (re, rh)
]

ψeh(re, rh)=(E−Eg)ψeh(re, rh) .

(20.30)

Because of the boundary conditions

ψeh(re, rh) = 0 if |re| > R or |rh| > R , (20.31)

it is not useful to introduce relative and center-of-mass coordinates in con-
trast to the case of bulk or quantum-well semiconductor materials.

If the quantum dot radius is smaller than the bulk-exciton Bohr ra-
dius, R < a0, electron and hole are closer together than they would be in

� �� �
∼1/R2

� �� �
∼1/R

Blueshift of absorption frequency for 
smaller quantum dot sizes
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20.2 Single Particle Properties

The eigenstates and energy eigenvalues for a single electron in the quantum
dot are determined by the Schrödinger equation

H|ψe〉 = Ee |ψe〉 . (20.17)

The eigenstate is of the form

|ψe〉 =
∫

d3r ζe(r)ψ̂†
e(r) |0〉 , (20.18)

where |0〉 is the crystal ground state, i.e., the state without excited electrons
or holes. The coefficients ζ(r) in Eq. (20.18) have to be determined from
Eq. (20.17). Using the Hamiltonians (20.6) – (20.9) in Eq. (20.17), we find

Vee |ψe〉 = Veh |ψe〉 = Vhh |ψe〉 = Hh |ψe〉 = 0 . (20.19)

However, we have

He |ψe〉 = − !2

2me

∫

d3r′[∇2ψ̂†
e(r

′)] ψ̂e(r′)
∫

d3r ζe(r) ψ̂†
e(r) |0〉

+Eg

∫

d3r′
∫

d3r ψ̂†
e(r

′)ψe(r′) ζe(r) ψ̂†
e(r) |0〉 ,

which can be written as

He |ψe〉 = − !2

2me

∫

d3r′
∫

d3r ζe(r) δ(r − r′) [∇2ψ̂†
e(r

′)] |0〉

+Eg

∫

d3r′
∫

d3r ζe(r) ψ̂†
e(r) δ(r − r′) |0〉

= − !2

2me

∫

d3r [∇2ζe(r)] ψ̂†
e(r)|0〉 + Eg

∫

d3r ζe(r) ψ̂†
e(r) |0〉

= Ee

∫

d3r ζe(r) ψ̂†
e(r) |0〉 . (20.20)

This equation is satisfied if

− !2

2me
∇2ζe(r) = (Ee − Eg) ζe(r) , (20.21)
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which is the one-electron eigenvalue equation. Similarly, we find for the
one-hole state

− !2

2mh
∇2ζh(r) = Eh ζh(r) . (20.22)

The problem is completely defined with the boundary conditions

ζe(r) = ζh(r) = 0 for |r| ≥ R . (20.23)

The solution is

ζe,nlm(r) =

√

2
R3

jl(αnlr/R)
jl+1(αnl)

Yl,m(Ω) , (20.24)

single-particle wave function in quantum dot

where jl is the spherical Bessel function of order l and Yl,m denotes the
spherical harmonics. The boundary condition (20.23) is satisfied if

jl(αnl) = 0 for n = 1, 2, · · · (20.25)

and

α10 = π, α11 = 4.4934, α12 = 5.7635, α20 = 6.2832 ,
α21 = 7.7253, α22 = 9.0950, α30 = 9.4248 · · · .

(20.26)

Since the wave function (20.24) depends only on R and not on any physi-
cal parameters which are specific for the electron, the corresponding wave
function for the hole must have the same form, and we can drop the index
e/h of the functions ζ(r) from now on. Inserting (20.24) into Eq. (20.22),
we obtain the discrete energies

Ee,nlm = Eg +
!2

2me

α2
nl

R2
(20.27)

and

Eh,nlm =
!2

2mh

α2
nl

R2
. (20.28)

The nl eigenstates are usually referred to as 1s, 1p, etc. The lowest two
energy levels given by Eqs. (20.27) and (20.28) are shown schematically
in Fig. 20.1. In practice, however, the single-particle spectrum is rather

Use Schrödinger equation to find eigenvalues:

Single electron eigenvalue equation:

Wave functions for single electron
in a quantum dot (the same applies for single 
hole states, just exchange the index and 
exclude band gap energy from calculations )

Apply ansatz:

Approximation for exciton wave function:
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the corresponding bulk material. This leads to a dramatic increase of the
pair energy with decreasing quantum-dot size. As function of quantum-dot
radius, the kinetic part of the energy varies like

〈He + Hh〉 ∝
1

R2
, (20.32)

whereas the interaction part behaves like

〈Vij〉 ∝
1
R

. (20.33)

To obtain an estimate of the pair energy for small dot radii, R << a0,
it is a reasonable first-order approximation to consider the electrons and
the holes essentially as noninteracting and ignore the Coulomb energy in
comparison to the kinetic energy. This yields

Eeh,nlm = Ee,nlm + Eh,nlm , (20.34)

i.e., an energy variation proportional to R−2. Experimentally, this increas-
ing pair energy is observed as a pronounced blueshift of the onset of ab-
sorption with decreasing dot size.

It is not analytically possible to solve the pair Schrödinger equation
(20.30) including the Coulomb interaction. Therefore, one has to use nu-
merical or approximation methods. One method consists of expanding the
full pair-state into the eigenstates of the system without Coulomb interac-
tions,

|ψeh,lm〉 =
∑

n1, n2

l1, l2

Cn1,n2,l1,l2 |n1n2l1l2; lm〉 . (20.35)

For such an expansion, it is important to note that the total angular mo-
mentum operator L̂ commutes with the Hamiltonian, i.e., the angular mo-
mentum is a good quantum number and the eigenstates of the Hamiltonian
are also eigenstates of L̂2 and L̂z. A convenient choice of the one-pair-state
basis functions is

|n1n2l1l2; lm〉 =
∑

m1m2

〈l1m1l2m2|lm〉 |n1l1m1〉e |n2l2m2〉h , (20.36)

where 〈l1m1l2m2|lm〉 is the Clebsch-Gordan coefficient and l and m the
angular momentum quantum numbers of the pair state.
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Using the expansion (20.36), we compute the expectation value of the
Hamiltonian truncating the expansion at finite values of n, l and m. This
transforms the Hamiltonian into a matrix. Eqs. (20.32) – (20.33) show
that for the regime of sufficiently small quantum dots, the single-particle
energies are much larger than the Coulomb contributions. Therefore, the
off-diagonal elements in the Hamiltonian matrix are small in comparison
to the diagonal elements and the truncation of the expansion introduces
only small errors. The magnitude of these errors can be checked by using
increasingly large nilimi values. Numerical diagonalization of the resulting
matrix yields the energy eigenvalues and the expansion coefficients of the
pair wave function (Hu et al., 1990). Examples of the results are shown in
Fig. 20.2, where we plot the ground-state energy E1s for one electron–hole
pair as function of the quantum-dot radius. This figure clearly shows the
sharp energy increase for smaller dots expected from Eq. (20.34).
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E
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Fig. 20.2 Plot of the ground-state energy of one electron–hole pair in a quantum dot.
Energy and radius are in units of the bulk–exciton Rydberg E0 and Bohr radius a0,
respectively. The electron–hole mass ratio has been chosen as me/mh = 0.1.

For convenience, we also use the notation 1s, 1p, etc. for the situa-
tion with Coulomb interaction. This notation indicates that the leading
term in the wave function expansion is the product of the 1s single-particle
functions,

ψeh(re, rh) ! ζ100(re) ζ100(rh) + other states . (20.37)

Note, however, that if one keeps only this product state and neglects the
rest, one may get completely wrong answers for quantities like binding
energies or transition dipoles.
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The last two terms in Eq. (20.43) involve creation and annihilation of
electron–hole pairs, i.e., ”interband” transitions. For these terms, we get

∫

d3r er ψ̂†
e(r) ψ̂†

h(r) = dcν

∑

nlm
n′l′m′

a†
nlm b†n′l′m′

∫

d3R ζ∗nlm(R) ζn′l′m′(R)

= dcν

∑

nlm

a†
nlm b†nlm , (20.49)

where

dcν =
∫

d3r eru∗
c(r)uv(r) . (20.50)

Hence, we see that this term introduced transitions between states in dif-
ferent bands, creating pairs of electrons and holes with the same quantum
numbers.

1p, 1p
1p, 1s

1s, 1p
1s, 1s

0

Fig. 20.4 Energy level scheme for the states with zero or one electron–hole pair. The
”interband transitions” are indicated by the arrows connecting the ground state to the
1s, 1s and the 1p, 1p state. The ”intraband transitions” are shown as dashed arrows.

In Fig. 20.4, we plot schematically the energy spectrum of the ener-
getically lowest one-electron–hole–pair states with total angular momentum
l = 0, l = 1. The solid lines indicate the most important dipole-allowed
interband transitions. The dashed lines show the intraband transitions in-
volving a change of the state of the electron or the hole.

January 26, 2004 16:26 WSPC/Book Trim Size for 9in x 6in book2

392 Quantum Theory of the Optical and Electronic Properties of Semiconductors

[

− !2

2me
∇2

h −
∫

d3re |ζnlm(re)|2 V (re, rh)
]

ψh(rh)

=
(

Eeh − Eg − !2

2me

α2
nl

R2

)

ψh(rh) . (20.41)

Eq. (20.41) describes the motion of the hole in the average potential induced
by the electron. The potential is attractive and if we take (nlm) = (100) it is
spherically symmetrical. This effective potential is responsible for pushing
the hole toward the center of the sphere, as shown in Fig. 20.3.

20.4 Dipole Transitions

In order to compute the optical response of semiconductor quantum
dots, we need the dipole transition matrix elements between the different
electron–hole–pair states. The interaction Hamiltonian is written as

Ĥint = −P̂ · E(t) , (20.42)

where P̂ is the polarization operator and E(t) is the light field. The po-
larization is a single-particle operator, which can be written as

P̂ =
∫

d3r
∑

i,j=e,h

ψ̂†
i (r) er ψ̂j(r)

or, evaluating the summation,

P̂ =
∫

d3rer
[

ψ̂†
e(r)ψ̂e(r) + ψ̂h(r)ψ̂†

h(r) + ψ̂†
e(r)ψ̂

†
h(r) + ψ̂h(r)ψ̂e(r)

]

.

(20.43)

The field operators are expanded as

ψ̂e(r) =
∑

nlm

ψe
nlm(r) anlm (20.44)

and

ψ̂h(r) =
∑

nlm

ψh
nlm(r) bnlm , (20.45)
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The field operators are expanded as

ψ̂e(r) =
∑

nlm

ψe
nlm(r) anlm (20.44)

and

ψ̂h(r) =
∑

nlm

ψh
nlm(r) bnlm , (20.45)

To know optical response, we need to know dipole moment matrix elements:
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The last two terms in Eq. (20.43) involve creation and annihilation of
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Hence, we see that this term introduced transitions between states in dif-
ferent bands, creating pairs of electrons and holes with the same quantum
numbers.

1p, 1p
1p, 1s

1s, 1p
1s, 1s

0

Fig. 20.4 Energy level scheme for the states with zero or one electron–hole pair. The
”interband transitions” are indicated by the arrows connecting the ground state to the
1s, 1s and the 1p, 1p state. The ”intraband transitions” are shown as dashed arrows.

In Fig. 20.4, we plot schematically the energy spectrum of the ener-
getically lowest one-electron–hole–pair states with total angular momentum
l = 0, l = 1. The solid lines indicate the most important dipole-allowed
interband transitions. The dashed lines show the intraband transitions in-
volving a change of the state of the electron or the hole.
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1p, 1p
1p, 1s

1s, 1p
1s, 1s

0

Fig. 20.4 Energy level scheme for the states with zero or one electron–hole pair. The
”interband transitions” are indicated by the arrows connecting the ground state to the
1s, 1s and the 1p, 1p state. The ”intraband transitions” are shown as dashed arrows.

In Fig. 20.4, we plot schematically the energy spectrum of the ener-
getically lowest one-electron–hole–pair states with total angular momentum
l = 0, l = 1. The solid lines indicate the most important dipole-allowed
interband transitions. The dashed lines show the intraband transitions in-
volving a change of the state of the electron or the hole.
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where ψ(r) is the single-particle wave function (20.2) with ζ(r) given by
(20.24), and anlm and bnlm are the annihilation operators for an electron
or hole in the state nlm, respectively. Inserting the expansions (20.44)
and (20.45) into (20.43) yields an explicit expression for the polarization
operator. In the evaluation, we basically follow the line of argumentation
explained in Sec. 10.1. This way, we obtain for the first term in Eq. (20.43)

∫

d3rerψ̂†
e(r)ψ̂e(r) !

∑

nlm
n′l′m′

a†
nlman′l′m′

∑

unit
cells

eRζ∗nlm(R)ζn′l′m′(R) .

(20.46)

Replacing the sum over the unit cells by an integral yields

∫

d3r er ψ̂†
e(r) ψ̂e(r) =

∑

nlm
n′l′m′

a†
nlm an′l′m′

∫

d3R eR ζ∗nlm(R) ζn′l′m′(R)

≡
∑

nlm
n′l′m′

pnlm;n′l′m′ a†
nlm an′l′m′ . (20.47)

Using the symmetries of the functions ζnlm, Eq. (20.24), one can verify that

pnlm;nlm = 0 ,

and

pnlm;n′l′m′ #= 0 for n #= n′ ; l − l′ = 0 , ±1 ; m − m′ = 0 , ±1 .

(20.48)

The second term of Eq. (20.30) is evaluated by making the appropriate
e → h replacements in Eqs. (20.46) and (20.47). The result shows that
these two terms do not involve creation or destruction of electron–hole
pairs. Their only effect is to change the state of either the electron or the
hole, leaving the respective state of the other particle unchanged. These
terms therefore describe ”intraband” transitions.
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[

− !2

2me
∇2

h −
∫

d3re |ζnlm(re)|2 V (re, rh)
]

ψh(rh)

=
(

Eeh − Eg − !2

2me

α2
nl

R2

)

ψh(rh) . (20.41)

Eq. (20.41) describes the motion of the hole in the average potential induced
by the electron. The potential is attractive and if we take (nlm) = (100) it is
spherically symmetrical. This effective potential is responsible for pushing
the hole toward the center of the sphere, as shown in Fig. 20.3.

20.4 Dipole Transitions

In order to compute the optical response of semiconductor quantum
dots, we need the dipole transition matrix elements between the different
electron–hole–pair states. The interaction Hamiltonian is written as

Ĥint = −P̂ · E(t) , (20.42)

where P̂ is the polarization operator and E(t) is the light field. The po-
larization is a single-particle operator, which can be written as

P̂ =
∫

d3r
∑

i,j=e,h

ψ̂†
i (r) er ψ̂j(r)

or, evaluating the summation,

P̂ =
∫

d3rer
[

ψ̂†
e(r)ψ̂e(r) + ψ̂h(r)ψ̂†

h(r) + ψ̂†
e(r)ψ̂

†
h(r) + ψ̂h(r)ψ̂e(r)

]

.

(20.43)

The field operators are expanded as

ψ̂e(r) =
∑

nlm

ψe
nlm(r) anlm (20.44)

and

ψ̂h(r) =
∑

nlm

ψh
nlm(r) bnlm , (20.45)
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Intraband transitions Interband transitions:
creation and annihilation 
of exciton pair states

Intraband transition dipole moment matrix elements:



BLOCH EQUATIONS FOR SINGLE EXCITON

H = �ωe|e��e| (ωo = 0)

HI = −µeo|e��o|− µoe|o��e|

i� ∂

∂t
ρ = [H +HI , ρ]

i� ∂

∂t
ρeo = µeo(ρee − ρoo) + �ωeρeo = i� ∂

∂t
ρ∗oe

Assume two level system - ground state and exciton state:

Interaction with light:
µ
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20.5 Bloch Equations

In this section, we derive the optical Bloch equations for quantum dots
using density matrix theory (compare Chap. 4). The reversible part of the
dynamic equation for the density matrix is given by the Liouville equation

i!
∂

∂t
ρ = [H + HI , ρ] , (20.51)

where H is the total Hamiltonian of the electronic excitations in the quan-
tum dot, and HI describes the dipole coupling to the light field. Damping
can be modeled microscopically by explicitly introducing the respective
interactions, however, for our purposes it is sufficient to simply use the
appropriate phenomenological damping constants in the final equations.

After the diagonalization, the quantum-dot Hamiltonian can be written
in the form

H =
∑

e

!ωe Pee +
∑

b

!ωb Pbb , (20.52)

where the indices e and b refer to the one-pair and two-pair states, and !ωe

and !ωb are the numerically computed energy eigenvalues, respectively. The
operators Pij are projectors which in the bracket formalism have the form
|i〉〈j|. The interaction Hamiltonian is then

HI = −
∑

e

µeo Peo −
∑

eb

µbe Pbe + h.c. , (20.53)

where

µij = dij · E(t) (20.54)

and the index o refers to the ground state without any electron–hole pairs.
The density matrix is the sum of all diagonal and off-diagonal contribu-

tions

ρ = ρoo|o >< o| +
∑

ee′

ρee′ |e >< e′| +
∑

bb′

ρbb′ |b >< b′|

+
∑

e

(ρeo|e >< o| + h.c) +
∑

be

(ρbe|b >< e| + h.c)

+
∑

b

(|b >< o| + h.c.) . (20.55)

Density matrix:

Dynamics of density matrix elements:

Solution:
ρee = 1− ρoo

ρ = ρoo|o��o|+ ρee|e��e|+ ρeo|e��o|+ ρoe|o��e|



OPTICAL SPECTRA FOR QUANTUM DOTS

8 1 Introduction

Fig. 1.3 Comparison of a part of the Helium atom spectrum
(a) recorded on a photographic plate and a quantum dot spec-
trum (b) recorded using a CCD detector array. Figure reprinted
with permission from [4]. Copyright by Wiley-VCH Verlag GmbH
& Co. KGaA.

niques that were developed for controlling atomic states. On the other hand, the
study of quantum dots offers much more flexibility than atomic systems. Many
properties of quantum dots are tunable, including their size, shape, and materi-
al, which gives us a large degree of control. Even “artificial molecules” in which
the interaction between two quantum dots can be switched “on” and “off” can be
realized.

1.3.1
Spin-Based Quantum Information Processing with Artificial Atoms

In a classical computer, information is stored and processed in bits, each of which
can take on one of two logic values. Once the values “0” and “1” have been assigned
to the two eigenstates of a two-level system, such as a spin 1/2, the quantum me-
chanical spin dynamics can be viewed as the processing of information. A peculiar-
ity of this information is that the binary values of a single bit can be brought into
a coherent superposition. A bit with this property is called a quantum bit or qubit.
According to the postulates of quantum mechanics, when a qubit is measured, it
is always projected into one of its eigenstates, providing, for example a classical
binary output after the end of a computation. In general, exploiting such unique-
ly quantum effects in spins or other two-level systems via unitary operations goes
by the name of quantum information processing. This field can be divided into
two categories: quantum computing, and quantum communication. These topics
would already fill more than the space provided in this book. We only mention
a few ideas here and refer the reader to the literature for more details.

Before touching on these two developments of quantum information process-
ing, let us briefly consider a few particularities of qubits, namely, coherence and
entanglement. We have seen above that coherence is basically the stability of the
relative phase φ in Eq. (1.7) between the two eigenstates. Preservation of coherence
is obviously a necessary condition for an undisturbed quantum computation. The
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contribute. Hence, the linear polarization can be written as

Pl =
∑

e

doe ρeo + h.c. , (20.58)

where ρeo has to be evaluated linear in Ep. The susceptibility is then ob-
tained from

χl(ω) =
Pl(ω)
Ep(ω)

, (20.59)

where Ep(ω) is the amplitude of the weak test beam.
Introducing a phenomenological damping constant γe and keeping only

terms that are of first order in the field, we obtain from Eqs. (20.56),

∂

∂t
ρ(1)

oe = −(iωe + γe)ρ(1)
oe + idoe

Ep(t)
!

. (20.60)

Solving Eq. (20.60) and inserting the result into Eq. (20.58), we obtain
the linear susceptibility as

χl(ω) =
i

!

∑

e

|doe|2
[

1
γe + i(ωe − ω)

+
1

γe − i(ωe + ω)

]

. (20.61)

The corresponding absorption coefficient is then

αl(ω) =
4πω

!c
√

ε2

∑

e

|doe|2
γe

γ2
e + (ωe − ω)2

, (20.62)

linear absorption coefficient for quantum dots

where only the resonant part was taken into account.
Eq. (20.62) shows that the absorption spectrum of a single quantum dot

consists of a series of Lorentzian peaks centered around the one-electron–
hole–pair energies !ωe. To compare the theoretical results with experimen-
tal measurements of real quantum dot systems, however, one has to take
into account that there is always a certain distribution of dot sizes f(R)
around a mean value R̄. Since the single-particle energies depend strongly
on R, the R-distribution introduces a pronounced inhomogeneous broaden-
ing of the observed spectra. Theoretically, this can be modeled easily by
noting that αl in Eq. (20.62) is actually αl|R , i.e., the linear absorption

Linear absorption coefficient

Plin = doeρeo + c.c.
Linear polarisation:

χlin = Plin(ω)/E(ω)
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Linear optical susceptibility: χlin =

To the first order of the field and with phenomenological damping constant:
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Fig. 20.5 Linear absorption for CdS quantum dots with a Gaussian size distribution
around a mean radius of 20 Å. The different curves are for the widths of the Gaussian
size distribution indicated in the figure.

spectrum for a given radius R. The average absorption is then computed
as

αl(ω)|aν =
∫ ∞

0
dR f(R)αl(ω)|R . (20.63)
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Fig. 20.6 Computed probe absorption spectra for increasing pump generated popula-
tions of the one- and two-pair states. The detuning is (!ω−Eg)/E0. The arrow indicates
the frequency of the pump laser. [From Hu et al. (1996).]
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2.5.1
Colloidal Growth

A typical setup for growth of nanocrystal QDs (NCQDs) is shown in Figure 2.14.
A number of different growth recipes have been developed, but they all follow
the same basic outline of colloidal growth [105]. A coordinating solvent is pre-
pared in the flask and heated to some high temperature (around 300 ıC). Another
solution containing metal-organic precursor molecules (e. g., dimethyl cadmium,
Me2Cd, and trioctylphosphine selenide, TOPSe, to produce CdSe nanocrystals) is
then quickly injected into the flask. With a high enough concentration of precur-
sors, nanocrystals will begin to nucleate. As the nucleation continues, the remain-
ing concentration of precursors decreases, and the temperature drops. Fairly rapid-
ly, a threshold is crossed beyond which nucleation of new nanocrystals stops. The
temperature is then held at some lower value (around 200 ıC), which allows the nu-
clei to continue to grow. Once the nanocrystals have reached the desired size, the
temperature is lowered further, and the growth is arrested. As long as the time dur-
ing which nucleation occurs is short compared to the growth time, the ensemble
of nanocrystals will be fairly uniform in size. In fact, typical synthesis procedures
yield nanocrystals with a size uniformity of ˙5%, which corresponds to an accu-
racy of about ˙1 atomic layer for typical NCQDs. High-resolution TEM imaging
(Figure 2.15a) of the resulting crystals shows good crystalline order, though giv-
en the large ratio of surface to interior atoms, the lattice is significantly strained.
Most nanocrystal QDs are roughly spherical in shape, though there is often some
faceting of the surfaces reflecting the underlying crystal structure.

Variations on this basic procedure provide great flexibility in the type of nanocrys-
tals produced. Most commonly, II–VI semiconducting materials have been used
to make nanocrystal quantum dots, such as cadmium, zinc, or mercury from
the II column and sulfur, selenium, or tellurium from the VI column. However,
nanocrystals can be fabricated from virtually all types of semiconductors, including

Fig. 2.15 (a) High-resolution TEM image of a single CdSe
nanocrystal. Reprinted with permission from [105]. Copyright
(1993) by the American Chemical Society. (b) A branched tetra-
pod nanocrystal. Reprinted with permission from [107]. Copy-
right (2000) by the American Chemical Society. (c) Cut-away
schematic of a layered “quantum dot-quantum well”.
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Fig. 2.17 Photoluminescence (dashed lines) and optical ab-
sorption (solid lines) of CdSe nanocrystal quantum dots for
various nanocrystal radii. Reprinted with permission from [113].
Copyright (1996) by the American Physical Society.

picoseconds), and any multiexciton states typically have very short lifetimes, on the
order of 100 ps. This short lifetime is due to Auger processes that allow an electron
and hole to recombine, giving their energy to another electron–hole pair. Of course,
there are various exceptions, where the higher energy states come into play. For ex-
ample, measurements have been carried out on electrochemically doped nanocrys-
tals [115], with electrons filling the lowest levels. Also, multi-exciton states can be
observed, albeit on short timescales, which has significant interest for making effi-
cient photovoltaic devices [116]. Nonetheless, in most cases the nanocrystal has at
most one electron and/or hole in the lowest energy states.

When an electron and hole are excited in an NCQD, their initial spin polarization
is determined by the selection rules discussed above. However, once they relax into
the dark exciton ground state they remain there for so long that the spin polariza-
tion is often lost before recombination occurs. For this reason, the polarization of
PL is not a good way to measure the spin in a NCQD. Instead, Faraday rotation has
been used to measure the spin of electrons in such QDs, which will be discussed
in detail in Chapter 7.

Shift of the 
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energy in 
different 
size 
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dots

Broadening of the 
absorption spectrum due 
to variation of the radii of 
the dots (Gaussian 
distribution)
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Fig. 2.8 Photoluminescence of an ensemble of highly homoge-
neous InGaAs QDs. Four shells are clearly resolved and a char-
acteristic level-filling is observed as the excitation power is in-
creased.

in Figure 2.8, the PL peaks are typically still inhomogeneously broadened due to
size and morphology fluctuations in the quantum dot ensemble. In such ensem-
ble measurements, usually none of the more delicate features such as the exciton
fine structure, as discussed in Section 6.2, can be resolved. Nevertheless, PL spec-
troscopy performed on ensembles of self-assembled QDs is a powerful method to
characterize the optical properties of these nanostructures.

In order to describe the interband optical transitions of QDs, the confined states
of electrons and holes have to be modeled in a realistic way. Already in the early
years of QD research, it was found that a simple harmonic oscillator model pro-
vides a fairly good agreement with the experimental spectra. We introduce this
basic model here and compare the observed optical properties of self-assembled
QDs to its predictions. In InAs/GaAs as well as GaAs/AlGaAs QDs an attractive
confinement potential exists for both electrons (α D e) and holes (α D h). This is
usually referred to as a Type-I band alignment and obviously facilitates optical in-
terband transitions of these QDs2). The discussion presented here is more general
and also holds for most other QD systems.

The typical height of self-assembled QDs in the growth direction z is small
(!5 nm). The confinement along z is therefore treated as for a narrow quantum
well. Since the quantized sub-bands of a narrow quantum well are split far in ener-
gy, only the ground state sub-band E α

z is relevant for the experimentally observable
dynamics of electrons and holes, respectively. In contrast, the lateral dimension
of the QDs in the x y plane is typically much larger (&15 nm), providing an as-
pect ratio of . 1 W 3. The in-plane confinement is therefore much weaker than

2) In Type-II band alignment, in contrast,
either electrons or holes are confined in the
dot, while the carriers with opposite charge

are being pushed out of the dot. A detailed
discussion can be found in most textbooks
on semiconductors, for example, [50, 56].
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electron–hole binding energy. Likewise, if the QD is occupied by two electrons and
one hole, or two holes and one electron (negatively or positively charged excitons,
denoted X! or XC respectively), luminescence will be observed at the energy dif-
ference between the charged exciton state and the single electron or hole state.
Finally, a fourth PL line is often observed due to recombination from the biexciton
state (2X0), leaving behind a neutral exciton in the QD. The different species of
excitons in QDs and the energy spacing between their emission lines will be dis-
cussed later in Section 2.3.2 for the example of self-assembled QDs. Unlike the case
of self-assembled In(Ga)As QDs discussed next, the confinement in IFQDs is suffi-
ciently weak that higher-charge states or shells are typically not confined in the dot.
This makes this type of QD unsuitable for high-temperature applications; however,
fundamental proof of principle experiments have often been demonstrated first in
this system.

In addition, by embedding a layer of quantum dots in a diode, the charge state
of the QD can be tuned with an applied voltage across the device. From this type of
data, one can determine the energies of the various charge configurations within
the QD. These types of devices will be discussed in detail in Chapter 4 and they are
the basis for many of the experimental results presented in Chapters 7 and 8.

2.3
Self-Assembled Quantum Dots

The fabrication of self-assembled QDs is based on the Stranski–Krastanow growth
mode that we introduced in Section 2.1. When In(Ga)As is deposited on a GaAs
substrate the ! 7% mismatch between the bulk lattice constants of the two ma-
terials leads to the self-assembly of InAs islands on a two-dimensional wetting
layer when the InAs has reached a critical coverage of ! 1.7 ML [33, 34]. Fig-
ure 2.5 shows an atomic force micrograph (AFM) of an ensemble of uncapped
InAs islands grown on GaAs. These islands are randomly distributed on the sur-
face and have a height of 5–10 nm and a diameter of 20–30 nm. This size distri-
bution has a strong impact on the optical emission of ensembles of these QDs.

Fig. 2.5 Atomic force micrograph of an ensemble of InAs
islands on GaAs. Micrograph courtesy of P. M. Petroff,
T. A. Truong and H. Kim, UC Santa Barbara.
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eroepitaxy where a different material is deposited on a substrate. Since in heteroepi-
taxy the deposited material and the substrate material are different the chemical
and structural properties at the growth interface determine in which way the im-
pinging material is deposited. In heteroepitaxy three different growth modes exist,
which depend on the detailed energetic balance between surface and strain ener-
gy, depicted schematically in Figure 2.1. For almost identical lattice constants and
crystal structures of the deposited material and the substrate either the Frank–van
der Merve (FvdM) [57] or Volmer–Weber (VW) [58] growth mode takes place. The
growth of the system in either of these growth modes depends on whether the sum
of surface (α2) and interface ("12) energies is less or greater than the surface ener-
gy (α1) of the substrate. FvdM growth mode is observed in material systems with
α2 C "12 < α1, whereas VW growth mode occurs for α2 C "12 > α1. The most
prominent material system with FvdM growth is Ga(Al)As whereas VW growth can
be realized, for example, in the In(Ga)N/GaN material system.

In strained systems, like In(Ga)As/GaAs, In(Ga)As/InP, SiGe/Si or CdSe/ZnSe
the Stranski–Krastanow (SK) growth mode occurs [30]. First, a highly strained two-
dimensional wetting layer (WL) forms until, at a critical thickness, a transition to
island growth occurs. During the WL formation, the elastic energy in this strained
layer accumulates until at a critical thickness the crystal minimizes its total energy
by formation of islands with new facets and edges. These lead to a reduction of
the total free energy in this growth mode since the reduction of the elastic energy
is larger than the increase of surface energy. The formation of new crystal facets
increases the surface energy but this is overcompensated by the decrease of elastic
energy. These islands grow coherently (i. e., without dislocations) until they reach
a critical size and dislocation formation is the only way for strain relaxation to occur.

One major advantage of epitaxial QDs is that they can be grown in layers and,
therefore, embedded in more complex structures containing, for example, contact

(a) Layer sequence (b) TEM

Fig. 2.2 Schematic (a) and transmission electron mi-
crograph (b) of a MBE grown heterostructure containing
AlAs/GaAs superlattices and self-assembled QDs.

16 2 Optically Active Quantum Dots: Single and Coupled Structures

Another widely investigated QD system is presented in the second section:
These self-assembled QDs are nanometer-sized coherent islands grown by self-
assembly in strained material systems via the so-called Stranski–Krastanow growth
mode [30–34]. These islands show excellent structural and optical properties allow-
ing for the observation of few-particle and coherent effects of excitons localized in
individual nanostructures [35–45].

One remarkable breakthrough in the field of semiconductor fabrication tech-
niques is the epitaxial deposition of different semiconducting materials layer by lay-
er. The Greek root “epi-taxis” of the word epitaxy means “in the same manner”, that
is, preserving or adopting the structure of the underlying substrate. This versatile
technique allows us to obtain novel structures in which carriers can be confined in
one, two, or even all three spatial directions, known as quantum wells (QW), quan-
tum wires (QWR), and quantum dots (QD), respectively. These systems led to the
observation of novel physics like the quantum Hall effect, the quantum confined
Stark effect, or the fabrication of materials with “artificial band structures” [46–49];
many of these topics are by now part of advanced student textbooks [50]. Moreover,
advanced device concepts with functionalities not possible with conventional bulk
semiconductor devices have been envisioned and realized. One famous example
in this context is the quantum cascade laser [51]. These developments are often
described by the term “band structure engineering” [52, 53].

In a reactor for semiconductor epitaxy the reactants of the material to deposit are
brought to a (typically) heated substrate either in a vapor or as individual molecules.
These source materials can be either in a chemically bound form, for example,
a metal-organic compound in a carrier gas or as a molecular beam in an ultra-
high vacuum chamber. In these two cases the layers on the growth interface form
either by chemical vapor deposition or by forming layers of adatoms impinging
on the surface. These two methods are called metal-organic chemical vapor depo-
sition (MOCVD) and molecular beam epitaxy (MBE) and represent the two most
frequently used techniques for the fabrication of high quality epitaxial semiconduc-
tor structures. In this book we will not describe these methods in much detail and
refer interested readers to the extensive literature and textbooks on the wide field
of epitaxial deposition techniques, for instance, [54–56].

In epitaxy one can distinguish between two types different growth: (i) homoepi-
taxy where the substrate and the deposited materials are the same and (ii) het-

Frank–van der Merve Volmer–Weber Stanski–Krastanow

Fig. 2.1 Growth modes in semiconductor heteroepitaxy: Frank–
van der Merve (2D), Volmer–Weber (3D), Stranski–Krastanow
(2D–3D).

Heteroepitaxical growth methods:

Photoluminescence spectrum



GATE DEFINED QUANTUM DOTS
Quantum dots in quantum wires:

FZ Jülich

Quantum dots in a 2D heterostructure:
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Fig. 2.10 Gate defined QDs in a 2DEG. (a) Schematic of
a double-dot structure the 2DEG (gray shaded region) is de-
pleted locally underneath the gate electrons thus defining and
isolating QDs in between. (b) and (c) SEM images of a single-
dot and a double-dot structure, respectively. Reprinted with per-
mission from [20]. Copyright (2007) by the American Physical
Society.

between two of the long finger gates, and the shorter gate between then can be used
to tune the number of electrons in the QD. Figures 2.10b and 2.10c show scanning
electron micrographs of gate-defined structures with a single-dot and a double-dot
structure, respectively. In Figure 2.10c two so-called quantum point contacts are lo-
cated next to the two dots, which can be used as extremely sensitive probes for the
number of charges on the adjacent QD. Such gate-defined QDs are widely studied
for implementation of spin-based quantum computation schemes. However this
can be typically done only by electrical means since no confinement potential for
holes is formed at the heterojunction. Moreover, their confinement is extremely
weak, which typically requires that experiments have to be performed at very low
temperatures of tens of milli-Kelvin in dilution refrigerators. Moreover, since only
one carrier species is confined, semiconductors with indirect bandgap in k-space
can be used. In this context Si/SiGe is an interesting material system since the
nuclear environment can be engineered. Recently, significant progress has been
made in the fabrication of isotopically engineered QDs and channels made from
nuclear-spin-free 28Si [84, 85].

A detailed discussion of this very active field of research would go beyond the
scope of this book. We refer the interested reader to recent review articles on these
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INTERFACE FLUCTUATION QUANTUM DOTS
12 1 Introduction

Fig. 1.4 (a) Illustration of interface fluctuation quantum dots:
Quantum dots form at localized monolayer fluctuations of well
thickness. (b) Toy with little balls and dimples.

Fig. 1.5 Photoluminescence and PL excitation spectra of
a “natural” quantum dot. The quantum dot geometry is shown
schematically as an inset. Figure courtesy of W. Heller.

interface fluctuation quantum dots act like the little dimples in the toy shown in
Figure 1.4b where little balls (representing electrons or holes) can be caught1).

In the case of a GaAs-AlGaAs quantum dot the confined electrons and holes can
recombine by emitting light, which is called photoluminescence (PL) if the elec-
trons and holes were previously generated by light, for example by a laser. A typical
example of a PL spectrum and a schematic of the quantum dot geometry is shown
in Figure 1.5. This quantum dot shows a sharp atom-like PL line at and energy
of 1657 meV. The observed linewidth is determined entirely by the resolution of

1) Since this toy does not know about spins,
each dimple can only hold one ball. For
deeper dimples higher occupancy states can
be achieved.
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NOTES ON EXCITONS IN QUANTUM DOTS

✴ Quantum dots exhibit atom-like optical properties: well-
defined absorption peaks

✴  The size and form (confining potential) of a quantum dot 
have significant influence on optical properties

✴  The energy eigenvalues for exciton states can be defined 
analytically in a strict approximation, otherwise only numerically 



WANNIER EQUATION IN 2D CASE
Solve first homogeneous equation:
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−
[

!2∇2
r

2mr
+ V (r)

]

ψν(r) = Eνψν(r) . (10.35)

Wannier equation

Eq. (10.35) has exactly the form of a two-particle Schrödinger equation for
the relative motion of an electron and a hole interacting via the attractive
Coulomb potential V (r). This equation is known as the Wannier equation.

The pair equation (10.21) and the related Wannier equation have been
derived under the assumption that the Coulomb potential varies little
within one unit cell. This assumption is valid only if the resulting electron–
hole–pair Bohr radius a0 which determines the extension of the ground
state wave function is considerably larger than a lattice constant.

The Wannier equation (10.35) is correct in this form for two- and three-
dimensional systems. For a quasi-one-dimensional (q1D) quantum wire, we
have to replace the Coulomb potential by the envelope averaged potential
V q1D(z), e.g., in the approximation of Eq. (7.78) for cylindrical wires

V q1D(z) =
e2

ε0

1
|z| + γR

.

Since there is a one-to-one correspondence with the hydrogen atom, if
we replace the proton by the valence-band hole, we can solve the Wannier
equation in analogy to the hydrogen problem, which is discussed in many
quantum mechanics textbooks, such as Landau and Lifshitz (1958) or Schiff
(1968). Introducing the scaled radius

ρ = rα (10.36)

Eq. (10.35) becomes

(

−∇2
ρ − λ

ρ

)

ψ(ρ) =
2mrEν

!2α2
ψ(ρ) , (10.37)

where

λ =
e22mr

ε0!2α
=

2
αa0

, (10.38)

Wannier equation
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With scaled radius               and 
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and

a0 =
!2ε0
e2mr

. (10.39)

As in the hydrogen-atom case, the energy Eν is negative for bound states
(Ebound < Eg) and positive for the ionization continuum. We define

a2
0α

2 = −8mrEνa2
0

!2
= −4

Eν

E0
(10.40)

with the energy unit

E0 =
!2

2mra2
0

=
e2

2ε0a0
=

e4mr

2ε20!2
(10.41)

to rewrite Eq. (10.37) as
(

−∇2
ρ − λ

ρ

)

ψ(ρ) = −1
4
ψ(ρ) , (10.42)

and

λ =
e2

!ε0

√

− mr

2Eν
. (10.43)

With this choice of α2 the parameter λ will be real for bound states and
imaginary for the ionization continuum.

The treatment of the q1D case proceeds similarly. Here one sets

ζ = α(|z| + γR) (10.44)

which again yields Eq. (10.42) with ρ replaced by ζ and α and λ unchanged.
We now proceed to solve Eq. (10.42) for the cases of three- and two-

dimensional semiconductors. For this purpose, we write the Laplace oper-
ator in spherical/polar coordinates as

∇2
ρ =

1
ρ2

∂

∂ρ
ρ2 ∂

∂ρ
− L2

ρ2
in 3D

∇2
ρ =

1
ρ

∂

∂ρ
ρ

∂

∂ρ
− L2

z

ρ2
in 2D

∇2
ρ =

∂2

∂ζ2
in q1D , (10.45)
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we get:
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2ε20!2
(10.41)

to rewrite Eq. (10.37) as
(

−∇2
ρ − λ

ρ

)

ψ(ρ) = −1
4
ψ(ρ) , (10.42)

and

λ =
e2

!ε0

√

− mr

2Eν
. (10.43)

With this choice of α2 the parameter λ will be real for bound states and
imaginary for the ionization continuum.

The treatment of the q1D case proceeds similarly. Here one sets

ζ = α(|z| + γR) (10.44)

which again yields Eq. (10.42) with ρ replaced by ζ and α and λ unchanged.
We now proceed to solve Eq. (10.42) for the cases of three- and two-

dimensional semiconductors. For this purpose, we write the Laplace oper-
ator in spherical/polar coordinates as

∇2
ρ =

1
ρ2

∂

∂ρ
ρ2 ∂

∂ρ
− L2

ρ2
in 3D

∇2
ρ =

1
ρ

∂

∂ρ
ρ

∂

∂ρ
− L2

z

ρ2
in 2D

∇2
ρ =

∂2

∂ζ2
in q1D , (10.45)

2D Laplace operator, polar coordinates:
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where L and Lz are the operators of the total angular momentum and its
z component,

L2 = −
(

1
sin2 θ

∂2

∂φ2
+

1
sin θ

∂

∂θ
sin θ

∂

∂θ

)

(10.46)

and

L2
z = − ∂2

∂φ2
. (10.47)

These operators obey the following eigenvalue equations

L2Yl,m(θ, φ) = l(l + 1)Yl,m(θ, φ) with |m| ≤ l (10.48)

and

Lz
1√
2π

eimφ = m
1√
2π

eimφ , (10.49)

where the functions Yl,m(θ, φ) are the spherical harmonics with m =
0, ±1, ±2, . . . and l = 0, 1, 2 . . . . With the ansatz

ψ(ρ) = fl(ρ)Yl,m(θ, φ) in 3D (10.50)

= fm(ρ)
1√
2π

eimφ in 2D (10.51)

= f(ζ) in q1D (10.52)

we find the equation for the radial part of the wave function as
(

1
ρ2

∂

∂ρ
ρ2 ∂

∂ρ
+

λ

ρ
− 1

4
− l(l + 1)

ρ2

)

fl(ρ) = 0 in 3D

(

1
ρ

∂

∂ρ
ρ

∂

∂ρ
+

λ

ρ
− 1

4
− m2

ρ2

)

fm(ρ) = 0 in 2D

(

∂2

∂ζ2
+

λ

ζ
− 1

4

)

f(ζ) = 0 in q1D . (10.53)

10.3 Excitons

We now discuss the bound-state solutions which are commonly referred to
as Wannier excitons. In order to solve Eq. (10.53) for this case, we first
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10.3 Excitons

We now discuss the bound-state solutions which are commonly referred to
as Wannier excitons. In order to solve Eq. (10.53) for this case, we first

Ansatz:
ψ(ρ) = fm(ρ)

1√
2π

eimφ

λ > 0

λ < 0

bound states

ionisation continuum



ELECTRON WAVE FUNCTION IN 2D CASE
Equation for radial part:
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We now discuss the bound-state solutions which are commonly referred to
as Wannier excitons. In order to solve Eq. (10.53) for this case, we first

Ansatz:
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determine the asymptotic form of the wave functions for large radii. For
ρ → ∞, the leading terms in Eq. (10.53) are

(

d2

dρ2
− 1

4

)

f∞(ρ) = 0 (10.54)

and the convergent solution is therefore of the form

f∞(ρ) = e−ρ/2 . (10.55)

Writing f(ρ) = f0(ρ)f∞(ρ) and studying the asymptotic behavior for small
ρ suggests that for ρ → 0 the function f0(ρ) should vary like ρl (3D) or
ρ|m| (2D), respectively. Thus we make the ansatz for the total wave func-
tions

fl(ρ) = ρle−
ρ
2 R(ρ) in 3D

fm(ρ) = ρ|m|e−
ρ
2 R(ρ) in 2D

f(ζ) = e−
ζ
2 R(ζ) in q1D .

(10.56)

Inserting (10.56) into Eq. (10.53) yields

ρ
∂2R

∂ρ2
+

[

2(l + 1) − ρ
]∂R

∂ρ
+ (λ − l − 1)R = 0 in 3D

ρ
∂2R

∂ρ2
+ (2|m| + 1 − ρ)

∂R

∂ρ
+

(

λ − |m|− 1
2

)

R = 0 in 2D

(

∂2

∂ζ2
+

∂

∂ζ
+

λ

ζ

)

R = 0 in q1D . (10.57)

Because the three- and two-dimensional equations are of the same type,
we proceed first with these two cases and turn to the discussion of the
quasi-one-dimensional case later.

10.3.1 Three- and Two-Dimensional Cases

Both the 3D and 2D equations in Eq. (10.57) are of the form

ρ
∂2R

∂ρ2
+ (p + 1 − ρ)

∂R

∂ρ
+ qR = 0 (10.58)
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Because the three- and two-dimensional equations are of the same type,
we proceed first with these two cases and turn to the discussion of the
quasi-one-dimensional case later.

10.3.1 Three- and Two-Dimensional Cases

Both the 3D and 2D equations in Eq. (10.57) are of the form

ρ
∂2R

∂ρ2
+ (p + 1 − ρ)

∂R

∂ρ
+ qR = 0 (10.58)

Solution:

Ansatz:Ansatz:

(*)

Inserting in (*) gives:

assymptotic behaviour  for              and   
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with

p = 2l + 1 , q = λ − l − 1 in 3D

p = 2|m| , q = λ − |m|− 1
2 in 2D

(10.59)

The solution of Eq. (10.58) can be obtained by a power series expansion

R(ρ) =
∑

ν=0

βνρν . (10.60)

Inserting (10.60) into (10.58) and comparing the coefficients of the different
powers of ρ yields the recursive relation

βν+1 = βν
ν − q

(ν + 1)(ν + p + 1)
. (10.61)

In order to get a result which can be normalized, the series must terminate
for ν = νmax, so that all βν≥νmax = 0. Thus νmax − q = 0, or, using (10.59)
for the 3D case,

νmax + l + 1 = λ ≡ n , (10.62)

where the main quantum number n can assume the values n = 1, 2, . . . ,
respectively, for l = νmax = 0; l = 1 and νmax = 0, or l = 0, νmax = 1, etc.

Correspondingly, we have in 2D,

νmax + |m| + 1
2

= λ ≡ n +
1
2

. (10.63)

Here, the allowed values of the main quantum number are n = 0, 1, 2, . . . .
The bound-state energies follow from Eqs. (10.43), (10.62) and (10.63) as

En = −E0
1
n2

with n = 1, 2, . . . (10.64)

3D exciton bound-state energies

and
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En = −E0
1

(n + 1/2)2
with n = 0, 1, . . . , (10.65)

2D exciton bound-state energies

where we identify E0, Eq. (10.41), as the exciton Rydberg energy and a0,
Eq. (10.39), as the exciton Bohr radius which we used already in earlier
chapters as a characteristic length scale.

The binding energy of the exciton ground state is E0 in 3D and 4E0

in 2D, respectively. The larger binding energy in 2D can be understood
by considering quantum well structures with decreasing width. The wave
function tries to conserve its spherical symmetry as much as possible since
the admixture of p-wave functions is energetically unfavorable. Confine-
ment parallel to the quantum wells is therefore accompanied by a decrease
in the Bohr radius perpendicular to the wells. In fact, the exciton radius is
obtained from the exponential term

e−ρ/2 = e−αr/2

with α = 2/a0n in 3D and α = 2/a0(n + 1/2) in 2D. In the ground state,
the 3D exciton radius is thus simply the exciton Bohr radius a0, but it is
only a0/2 in 2D.
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Fig. 10.1 Experimental values for the exciton binding energy E0 versus band gap energy
Eg.

2D exciton bound state energies:



2D EXCITON WAVE FUNCTIONS

2D radial wave functions:

January 26, 2004 16:26 WSPC/Book Trim Size for 9in x 6in book2

178 Quantum Theory of the Optical and Electronic Properties of Semiconductors

νmax n m fn,m(ρ) = Cρ|m|e− ρ
2

∑

ν βνρν En

0 0 0 f0,0(r) = 1
a0

4e−2r/a0 En=0 = −4E0

1 1 0 f1,0(r) = 4
a03

√
3

(

1 − 4r
3a0

)

e− 2r
3a0 E1 = −4E0

9

0 1 ±1 f1,±1(r) = 16
a09

√
6

r
a0

e−2r/3a0 E1 = −4E0

9
.

(10.68)

2D radial exciton wave functions

The solution of the differential equation (10.58) with integer p and q can
be written in terms of the associate Laguerre polynomials

Lp
q(ρ) =

q−p
∑

ν=0

(−1)ν+p (q!)2ρν

(q − p − ν)!(p + ν)!ν!
. (10.69)

Thus, the normalized exciton wave functions can be expressed in general
by these orthogonal Laguerre polynomials as

ψn,l,m(r) = −

√

(

2
na0

)3 (n − l − 1)!
2n[(n + l)!]3

ρle− ρ
2 L2l+1

n+l (ρ) Yl,m(θ, φ) ,

(10.70)

3D exciton wave function

where ρ = 2r/na0 and
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ψn,m(r) =

√

1
πa2

0(n + 1
2
)3

(n − |m|)!
[(n + |m|)!]3

ρ|m|e− ρ
2 L2|m|

n+|m|(ρ) eimφ

(10.71)

2D exciton wave function

with ρ = 2r/[(n + 1/2)a0].

10.3.2 Quasi-One-Dimensional Case

The Wannier equation (10.53) for quantum wires is a Whittaker equation

(

∂2

∂ζ2
+

λ

ζ
− 1

4
+

1/4 − µ2

ζ2

)

Wλ,µ(ζ) = 0 (10.72)

with µ = ±1/2. Wλ,1/2(ζ) are Whittaker functions, the quantum numbers
λ have to be determined from the boundary conditions. From Eqs. (10.38)
and (10.40) we obtain the energy eigenvalues as

Eλ = −E0
1
λ2

, (10.73)

q1D exciton bound-state energies

where E0 is the 3D exciton Rydberg energy, Eq. (10.41).
The eigenfunctions can be classified according to their parity as even

and odd functions with df(ζ)/dz |z=0 = 0 and f(ζ) |z=0 = 0 , respectively.
For dipole allowed transitions, the odd functions do not couple to the light
field, which allows us to limit our discussion to the even eigenfunctions

fλ(|z|) = NλWλ,1/2

(

2(|z| + γR)
λa0

)

. (10.74)

q1D exciton wave functions

2D exciton wave functions:



IONISATION CONTINUUM IN 2D
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As a consequence, the usual Balmer series is obtained for the energies of
the higher bound states. At the same time the Whittaker eigenfunctions
of these higher states can be expressed, as Loudon showed, by Laguerre
polynomials

fλn(|z|) →
(

2
a3
0n

5(n!)2

)1/2

e−|z|/na0 |z|L1
n(2|z|/na0) . (10.80)

The wave function of these higher states vanishes at the origin fλn(0) → 0.

10.4 The Ionization Continuum

For the continuous spectrum of the ionized states with Eν ≥ 0, we put

Eν ≡ Ek =
!2k2

2mr
(10.81)

so that Eqs. (10.38) and (10.43) yield

α = 2ik , λ = −i
e2mr

ε0!2k
= − i

a0k
. (10.82)

10.4.1 Three- and Two-Dimensional Cases

Following the same argumentation as in the case of the bound-state so-
lution, we obtain from an asymptotic analysis for small and large ρ the
prefactors ρl exp(−ρ/2) and ρ|m| exp(−ρ/2) for 3D and 2D, respectively.
Making an ansatz as in Eq. (10.56) we then obtain the equations

ρ
∂2R

∂ρ2
+ (2(l + 1) − ρ)

∂R

∂ρ
− (i|λ| + l + 1)R = 0 in 3D

ρ
∂2R

∂ρ2
+ (2|m| + 1 − ρ)

∂R

∂ρ
−

(

i|λ| + |m| + 1
2

)

R = 0 in 2D . (10.83)

These equations are solved by the confluent hypergeometric functions

F
[

l + 1 + i|λ|; 2(l + 1); ρ
]

and F

(

|m| + 1
2

+ i|λ|; 2|m| + 1; ρ

)

, (10.84)

The same ansatz for radial part:
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tions

fl(ρ) = ρle−
ρ
2 R(ρ) in 3D

fm(ρ) = ρ|m|e−
ρ
2 R(ρ) in 2D

f(ζ) = e−
ζ
2 R(ζ) in q1D .

(10.56)

Inserting (10.56) into Eq. (10.53) yields

ρ
∂2R

∂ρ2
+

[

2(l + 1) − ρ
]∂R

∂ρ
+ (λ − l − 1)R = 0 in 3D

ρ
∂2R

∂ρ2
+ (2|m| + 1 − ρ)

∂R

∂ρ
+

(

λ − |m|− 1
2

)

R = 0 in 2D

(

∂2

∂ζ2
+

∂

∂ζ
+

λ

ζ

)

R = 0 in q1D . (10.57)

Because the three- and two-dimensional equations are of the same type,
we proceed first with these two cases and turn to the discussion of the
quasi-one-dimensional case later.

10.3.1 Three- and Two-Dimensional Cases

Both the 3D and 2D equations in Eq. (10.57) are of the form

ρ
∂2R

∂ρ2
+ (p + 1 − ρ)

∂R

∂ρ
+ qR = 0 (10.58)

The equation for R:

λ negative
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where F (a; b; z) is defined as

F (a; b; z) = 1 +
a

b · 1z +
a(a + 1)

b(b + 1) · 1 · 2z2 + . . . . (10.85)

The normalization of the continuum states has to be chosen in such a way
that it connects continuously with the normalization of the higher bound
states, as discussed for the 3D exciton problem by Elliott (1963) and by
Shinada and Sugano (1966) for 2D. Therefore, we normalize the wave
functions in a sphere/circle of radius R, where eventually R → ∞. The
respective normalization integrals in 3D and 2D are

|A3D|
∫ R
0 dr r2 (2kr)2l

∣

∣

∣
F

[

l + 1 + i|λ|; 2(l + 1); 2ikr
]

∣

∣

∣

2
= 1

|A2D|
∫ R
0 dr r (2kr)2|m|

∣

∣

∣
F (|m| + 1

2 + i|λ|; 2|m| + 1; 2ikr)
∣

∣

∣

2
= 1 . (10.86)

Since these integrals do not converge for R → ∞, we can use the asymptotic
expressions for z → ∞ for the confluent hypergeometric functions

F (a; b; z) =
Γ(b)eiπaz−a

Γ(b − a)

[

1+O
(

1
|z|

)]

+
Γ(b)ezza−b

Γ(a)

[

1+O
(

1
|z|

)]

,

(10.87)

where Γ(n) = (n − 1)! , n integer, is the Gamma function. Using (10.87)
in (10.86) we compute the normalization factors A3D and A2D and finally
obtain the normalized wave function as

ψk,l,m(r) = (i2kr)l

(2l+1)!e
π|λ|

2

√

2πk2

R|λ|sinh(π|λ|)
∏l

j=0(j2 + |λ|2)

× e−ikrF (l + 1 + i|λ|; 2l + 2; 2ikr)Yl,m(θφ) (10.88)

in 3D and

ψk,m(r) = (i2kr)|m|

(2|m|)!

√

πk
R(1/4+|λ|2)cosh(π|λ|)

∏|m|
j=0

[

(

j − 1
2

)2 + |λ|2
]

× e
π|λ|

2 e−ikrF
(

|m| + 1
2 + i|λ|; 2|m| + 1; 2ikr

)

eimφ
√

2π
(10.89)

The normalised wave function:



WANNIER EQUATION IN 1D CASE
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−
[

!2∇2
r

2mr
+ V (r)

]

ψν(r) = Eνψν(r) . (10.35)

Wannier equation

Eq. (10.35) has exactly the form of a two-particle Schrödinger equation for
the relative motion of an electron and a hole interacting via the attractive
Coulomb potential V (r). This equation is known as the Wannier equation.

The pair equation (10.21) and the related Wannier equation have been
derived under the assumption that the Coulomb potential varies little
within one unit cell. This assumption is valid only if the resulting electron–
hole–pair Bohr radius a0 which determines the extension of the ground
state wave function is considerably larger than a lattice constant.

The Wannier equation (10.35) is correct in this form for two- and three-
dimensional systems. For a quasi-one-dimensional (q1D) quantum wire, we
have to replace the Coulomb potential by the envelope averaged potential
V q1D(z), e.g., in the approximation of Eq. (7.78) for cylindrical wires

V q1D(z) =
e2

ε0

1
|z| + γR

.

Since there is a one-to-one correspondence with the hydrogen atom, if
we replace the proton by the valence-band hole, we can solve the Wannier
equation in analogy to the hydrogen problem, which is discussed in many
quantum mechanics textbooks, such as Landau and Lifshitz (1958) or Schiff
(1968). Introducing the scaled radius

ρ = rα (10.36)

Eq. (10.35) becomes

(

−∇2
ρ − λ

ρ

)

ψ(ρ) =
2mrEν

!2α2
ψ(ρ) , (10.37)

where

λ =
e22mr

ε0!2α
=

2
αa0

, (10.38)

Wannier equation

In 1D case we have to replace the Coulomb potential with envelope 
averaged potential in a quantum wire (radius R):

V (r) → V 1D(z) =
e2

�0

1

|z|+ γR

general scaled Wannier equation
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and

a0 =
!2ε0
e2mr

. (10.39)

As in the hydrogen-atom case, the energy Eν is negative for bound states
(Ebound < Eg) and positive for the ionization continuum. We define

a2
0α

2 = −8mrEνa2
0

!2
= −4

Eν

E0
(10.40)

with the energy unit

E0 =
!2

2mra2
0

=
e2

2ε0a0
=

e4mr

2ε20!2
(10.41)

to rewrite Eq. (10.37) as
(

−∇2
ρ − λ

ρ

)

ψ(ρ) = −1
4
ψ(ρ) , (10.42)

and

λ =
e2

!ε0

√

− mr

2Eν
. (10.43)

With this choice of α2 the parameter λ will be real for bound states and
imaginary for the ionization continuum.

The treatment of the q1D case proceeds similarly. Here one sets

ζ = α(|z| + γR) (10.44)

which again yields Eq. (10.42) with ρ replaced by ζ and α and λ unchanged.
We now proceed to solve Eq. (10.42) for the cases of three- and two-

dimensional semiconductors. For this purpose, we write the Laplace oper-
ator in spherical/polar coordinates as

∇2
ρ =

1
ρ2

∂

∂ρ
ρ2 ∂

∂ρ
− L2

ρ2
in 3D

∇2
ρ =

1
ρ

∂

∂ρ
ρ

∂

∂ρ
− L2

z

ρ2
in 2D

∇2
ρ =

∂2

∂ζ2
in q1D , (10.45)

in 1D case ρ → ζ = α(|z|+ γR)
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1
ρ2

∂

∂ρ
ρ2 ∂

∂ρ
− L2

ρ2
in 3D

∇2
ρ =

1
ρ

∂

∂ρ
ρ

∂

∂ρ
− L2

z

ρ2
in 2D

∇2
ρ =

∂2

∂ζ2
in q1D , (10.45)
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where L and Lz are the operators of the total angular momentum and its
z component,

L2 = −
(

1
sin2 θ

∂2

∂φ2
+

1
sin θ

∂

∂θ
sin θ

∂

∂θ

)

(10.46)

and

L2
z = − ∂2

∂φ2
. (10.47)

These operators obey the following eigenvalue equations

L2Yl,m(θ, φ) = l(l + 1)Yl,m(θ, φ) with |m| ≤ l (10.48)

and

Lz
1√
2π

eimφ = m
1√
2π

eimφ , (10.49)

where the functions Yl,m(θ, φ) are the spherical harmonics with m =
0, ±1, ±2, . . . and l = 0, 1, 2 . . . . With the ansatz

ψ(ρ) = fl(ρ)Yl,m(θ, φ) in 3D (10.50)

= fm(ρ)
1√
2π

eimφ in 2D (10.51)

= f(ζ) in q1D (10.52)

we find the equation for the radial part of the wave function as
(

1
ρ2

∂

∂ρ
ρ2 ∂

∂ρ
+

λ

ρ
− 1

4
− l(l + 1)

ρ2

)

fl(ρ) = 0 in 3D

(

1
ρ

∂

∂ρ
ρ

∂

∂ρ
+

λ

ρ
− 1

4
− m2

ρ2

)

fm(ρ) = 0 in 2D

(

∂2

∂ζ2
+

λ

ζ
− 1

4

)

f(ζ) = 0 in q1D . (10.53)

10.3 Excitons

We now discuss the bound-state solutions which are commonly referred to
as Wannier excitons. In order to solve Eq. (10.53) for this case, we first

(**)

Equation (**) in 1D case:

ψ(ρ) = f(ζ)

Assymptotic behavior for large radii (distances):
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determine the asymptotic form of the wave functions for large radii. For
ρ → ∞, the leading terms in Eq. (10.53) are

(

d2

dρ2
− 1

4

)

f∞(ρ) = 0 (10.54)

and the convergent solution is therefore of the form

f∞(ρ) = e−ρ/2 . (10.55)

Writing f(ρ) = f0(ρ)f∞(ρ) and studying the asymptotic behavior for small
ρ suggests that for ρ → 0 the function f0(ρ) should vary like ρl (3D) or
ρ|m| (2D), respectively. Thus we make the ansatz for the total wave func-
tions

fl(ρ) = ρle−
ρ
2 R(ρ) in 3D

fm(ρ) = ρ|m|e−
ρ
2 R(ρ) in 2D

f(ζ) = e−
ζ
2 R(ζ) in q1D .

(10.56)

Inserting (10.56) into Eq. (10.53) yields

ρ
∂2R

∂ρ2
+

[

2(l + 1) − ρ
]∂R

∂ρ
+ (λ − l − 1)R = 0 in 3D

ρ
∂2R

∂ρ2
+ (2|m| + 1 − ρ)

∂R

∂ρ
+

(

λ − |m|− 1
2

)

R = 0 in 2D

(

∂2

∂ζ2
+

∂

∂ζ
+

λ

ζ

)

R = 0 in q1D . (10.57)

Because the three- and two-dimensional equations are of the same type,
we proceed first with these two cases and turn to the discussion of the
quasi-one-dimensional case later.

10.3.1 Three- and Two-Dimensional Cases

Both the 3D and 2D equations in Eq. (10.57) are of the form

ρ
∂2R

∂ρ2
+ (p + 1 − ρ)

∂R

∂ρ
+ qR = 0 (10.58)
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Because the three- and two-dimensional equations are of the same type,
we proceed first with these two cases and turn to the discussion of the
quasi-one-dimensional case later.

10.3.1 Three- and Two-Dimensional Cases

Both the 3D and 2D equations in Eq. (10.57) are of the form

ρ
∂2R

∂ρ2
+ (p + 1 − ρ)

∂R

∂ρ
+ qR = 0 (10.58)



ELECTRON WAVE FUNCTION IN A QUANTUM WIRE

Wannier equation in 1D case is Whittaker equation:
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ψn,m(r) =

√

1
πa2

0(n + 1
2
)3

(n − |m|)!
[(n + |m|)!]3

ρ|m|e− ρ
2 L2|m|

n+|m|(ρ) eimφ

(10.71)

2D exciton wave function

with ρ = 2r/[(n + 1/2)a0].

10.3.2 Quasi-One-Dimensional Case

The Wannier equation (10.53) for quantum wires is a Whittaker equation

(

∂2

∂ζ2
+

λ

ζ
− 1

4
+

1/4 − µ2

ζ2

)

Wλ,µ(ζ) = 0 (10.72)

with µ = ±1/2. Wλ,1/2(ζ) are Whittaker functions, the quantum numbers
λ have to be determined from the boundary conditions. From Eqs. (10.38)
and (10.40) we obtain the energy eigenvalues as

Eλ = −E0
1
λ2

, (10.73)

q1D exciton bound-state energies

where E0 is the 3D exciton Rydberg energy, Eq. (10.41).
The eigenfunctions can be classified according to their parity as even

and odd functions with df(ζ)/dz |z=0 = 0 and f(ζ) |z=0 = 0 , respectively.
For dipole allowed transitions, the odd functions do not couple to the light
field, which allows us to limit our discussion to the even eigenfunctions

fλ(|z|) = NλWλ,1/2

(

2(|z| + γR)
λa0

)

. (10.74)

q1D exciton wave functions

µ = ±1/2

Whittaker functions

1D exciton bound state energies:

Eλ = −E0
1

λ2 λ from boundary conditions

1D exciton wave functions:

fλ(|z|) = NλWλ,1/2

�
2(|z|+ γR)

λa0

�

January 26, 2004 16:26 WSPC/Book Trim Size for 9in x 6in book2

Excitons 179

ψn,m(r) =

√

1
πa2
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2
)3
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(

∂2

∂ζ2
+

λ

ζ
− 1

4
+

1/4 − µ2

ζ2

)
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with µ = ±1/2. Wλ,1/2(ζ) are Whittaker functions, the quantum numbers
λ have to be determined from the boundary conditions. From Eqs. (10.38)
and (10.40) we obtain the energy eigenvalues as

Eλ = −E0
1
λ2

, (10.73)

q1D exciton bound-state energies

where E0 is the 3D exciton Rydberg energy, Eq. (10.41).
The eigenfunctions can be classified according to their parity as even

and odd functions with df(ζ)/dz |z=0 = 0 and f(ζ) |z=0 = 0 , respectively.
For dipole allowed transitions, the odd functions do not couple to the light
field, which allows us to limit our discussion to the even eigenfunctions

fλ(|z|) = NλWλ,1/2

(

2(|z| + γR)
λa0

)

. (10.74)

q1D exciton wave functions

(even:                                 )

Eigenvalue for the ground state:
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The normalization constant Nλ is given by

Nλ =
1

λa0

(
∫ ∞

Rλ

dx |Wλ,1/2(x)|2
)−1/2

,

with Rλ = 2γR/(λa0). The Whittaker functions have the following useful
integral representation

Wλ,1/2(ζ) =
e−ζ/2

Γ(1 − λ)

∫ ∞

0
dt e−t

(

1 +
ζ

t

)λ

. (10.75)

The derivative with respect to ζ is

dWλ,1/2(ζ)
dζ

=
e−ζ/2

Γ(1 − λ)

∫ ∞

0
dt e−t

(

1 +
ζ

t

)λ (

−1
2

+
λ

ζ + t

)

. (10.76)

At the origin, ζ = αγR = 2γR/(λa0), Eq. (10.76) has to vanish for the
even functions. For the ground state, λ0 is very small, λ0 << 1. Also, for
thin wires αγR << 1. It then follows from Eq. (10.76) that

∫ ∞

0
dt e−t

(

−1
2

+
λ0

ζ + t

)

" 0 . (10.77)

The first term can be integrated directly. The second term is proportional
to the exponential integral, which gives the leading contribution λ0 ln(ζ)
for small ζ. Thus the approximate ground state eigenvalue for thin wires
is determined by

1
2

+ λ0 ln
(

2γR

λ0a0

)

= 0 . (10.78)

Because λ0 << 1 for γR < a0, the corresponding exciton binding energy
|Eλ0 | = E0/λ2

0 is much larger than the 3D exciton Rydberg energy for a
thin quantum wire, at least for an infinite confinement potential. For more
realistic confinement potentials as in a GaAs/GaAlAs wire, Eλ0 may be as
much as 5E0. In still thinner wires, the electrons and holes are no longer
confined inside the wire well.

For the higher excited states, the eigenvalue λn rapidly approaches the
integer n with increasing n, i.e., λn → n according to

λn − n = − 1
ln(2αR/na0)

. (10.79)

→ λ0 � 1

e. g. GaAs/GaAlAs wire: Eλ0 � 5E0

Eλ0 � E0



IONISATION CONTINUUM IN 1D
λScaled Wannier equation with      negative:
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in 2D. For later reference, it is important to note that the allowed k-values
are defined by

kR = πn and ∆k =
π

R .

Therefore, we have in this case
∑

k

=
R
π

∑

k

∆k → R
π

∫

dk .

10.4.2 Quasi-One-Dimensional Case

With the scaling of Eqs. (10.81) and (10.83), Eq. (10.53) becomes for the
continuum states

[

d2

dζ2
−

(

1
4

+ i
|λ|
ζ

)]

f(ζ) = 0 . (10.90)

The two independent solutions of Eq. (10.90) are the Whittaker functions

W (1)
−i|λ|,1/2(ζ) = Γ(1 + i|λ|)ζe−ζ/2[F (1 + i|λ|, 2; ζ) + G(1 + i|λ|, 2; ζ)] ,

(10.91)
W (2)

−i|λ|,1/2(ζ) = Γ(1 − i|λ|)ζe−ζ/2[F (1 + i|λ|, 2; ζ) − G(1 + i|λ|, 2; ζ)] ,

where F (a, b; x) is the confluent hypergeometric function defined in
Eq. (10.85) and G(1 + i|λ|, 2; ζ) is given by

G(1+i|λ|, 2; ζ) =
e−2π|λ| − 1

2πi

{

[

2 ln ζ + π cot(π + iπ|λ|) − iπ
]

× F (1 + i|λ|, 2; ζ)

− 2
∞
∑

n=0

[

ψ(1 + n) + ψ(2 + n) − ψ(1 + n + i|λ|)
]

× Γ(1 + i|λ| + n)Γ(2)ζn

Γ(1 + i|λ|)Γ(2 + n)n!
+

2e−π|λ|

ζ|Γ(1 + i|λ|)|2

}

. (10.92)

Here ψ(x) = dlnΓ(x)/dx is the digamma function. The two solutions
(10.91) will be denoted W (1) and W (2). The even wave functions have

Two independent solutions (Whittaker functions):
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again a vanishing derivative at the origin. Employing a similar normaliza-
tion procedure as above one finds for the even functions the result

fk(ζ) =
(

eπ|λ|

2π

)1/2
D(2)

0 W (1)(ζ) − D(1)
0 W (2)(ζ)

(|D(1)
0 |2 + |D(2)

0 |2)1/2
, (10.93)

where

D(j)
0 =

dW (j)(ζ)
dζ

|ζ=2ikγR .

10.5 Optical Spectra

With the knowledge of the exciton and continuum wave functions and the
energy eigenvalues, we can now solve the inhomogeneous equation (10.34) to
obtain the interband polarization and thus calculate the optical spectrum
of a semiconductor in the band edge region. We limit our treatment to
the discussion of optically allowed transitions in direct-gap semiconductors,
because these semiconductors are particularly interesting with regards to
their use for electro-optical devices. Optical transitions across an indirect
gap, where the extrema of the valence and conduction band are at different
points in the Brillouin zone, need the simultaneous participation of a photon
and a phonon in order to satisfy total momentum conservation. Here, the
phonon provides the necessary wave vector for the transition. Such two-
quantum processes have a much smaller transition probability than the
direct transitions.

To solve Eq. (10.34), we expand the polarization into the solutions of
the Wannier equation

Pvc(r, ω) =
∑

ν

bν ψν(r) . (10.94)

Inserting (10.94) into (10.34), multiplying by ψ∗
µ(r) and integrating over r,

we find

∑

ν

bν

[

!(ω + iδ) − Eg − Eν

]

∫

d3r ψ∗
µ(r)ψν(r) = −dcv E(ω)L3ψ∗

µ(r = 0) ,

(10.95)
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tion procedure as above one finds for the even functions the result

fk(ζ) =
(

eπ|λ|

2π

)1/2
D(2)

0 W (1)(ζ) − D(1)
0 W (2)(ζ)

(|D(1)
0 |2 + |D(2)

0 |2)1/2
, (10.93)

where

D(j)
0 =

dW (j)(ζ)
dζ

|ζ=2ikγR .

10.5 Optical Spectra

With the knowledge of the exciton and continuum wave functions and the
energy eigenvalues, we can now solve the inhomogeneous equation (10.34) to
obtain the interband polarization and thus calculate the optical spectrum
of a semiconductor in the band edge region. We limit our treatment to
the discussion of optically allowed transitions in direct-gap semiconductors,
because these semiconductors are particularly interesting with regards to
their use for electro-optical devices. Optical transitions across an indirect
gap, where the extrema of the valence and conduction band are at different
points in the Brillouin zone, need the simultaneous participation of a photon
and a phonon in order to satisfy total momentum conservation. Here, the
phonon provides the necessary wave vector for the transition. Such two-
quantum processes have a much smaller transition probability than the
direct transitions.

To solve Eq. (10.34), we expand the polarization into the solutions of
the Wannier equation

Pvc(r, ω) =
∑

ν

bν ψν(r) . (10.94)

Inserting (10.94) into (10.34), multiplying by ψ∗
µ(r) and integrating over r,

we find

∑

ν

bν

[

!(ω + iδ) − Eg − Eν

]

∫

d3r ψ∗
µ(r)ψν(r) = −dcv E(ω)L3ψ∗

µ(r = 0) ,

(10.95)
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in 2D. For later reference, it is important to note that the allowed k-values
are defined by

kR = πn and ∆k =
π

R .

Therefore, we have in this case
∑

k

=
R
π

∑

k

∆k → R
π

∫

dk .

10.4.2 Quasi-One-Dimensional Case

With the scaling of Eqs. (10.81) and (10.83), Eq. (10.53) becomes for the
continuum states

[

d2

dζ2
−

(

1
4

+ i
|λ|
ζ

)]

f(ζ) = 0 . (10.90)

The two independent solutions of Eq. (10.90) are the Whittaker functions

W (1)
−i|λ|,1/2(ζ) = Γ(1 + i|λ|)ζe−ζ/2[F (1 + i|λ|, 2; ζ) + G(1 + i|λ|, 2; ζ)] ,

(10.91)
W (2)

−i|λ|,1/2(ζ) = Γ(1 − i|λ|)ζe−ζ/2[F (1 + i|λ|, 2; ζ) − G(1 + i|λ|, 2; ζ)] ,

where F (a, b; x) is the confluent hypergeometric function defined in
Eq. (10.85) and G(1 + i|λ|, 2; ζ) is given by

G(1+i|λ|, 2; ζ) =
e−2π|λ| − 1

2πi

{

[

2 ln ζ + π cot(π + iπ|λ|) − iπ
]

× F (1 + i|λ|, 2; ζ)

− 2
∞
∑

n=0

[

ψ(1 + n) + ψ(2 + n) − ψ(1 + n + i|λ|)
]

× Γ(1 + i|λ| + n)Γ(2)ζn

Γ(1 + i|λ|)Γ(2 + n)n!
+

2e−π|λ|

ζ|Γ(1 + i|λ|)|2

}

. (10.92)

Here ψ(x) = dlnΓ(x)/dx is the digamma function. The two solutions
(10.91) will be denoted W (1) and W (2). The even wave functions have
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Here ψ(x) = dlnΓ(x)/dx is the digamma function. The two solutions
(10.91) will be denoted W (1) and W (2). The even wave functions have

Even electron wave function combined of these two solutions and normalised:


